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Introduction

This represents the sixth edition of my collected exercises. There are 25 new exer-
cises given in the first section and now about 350 unique exercises. As ismy custom,
they often represent my new and ongoing research projects. However, there are
always a number of exercises on concepts, for example several regarding the V-Dem
project. There are nowmore on typologieswhich I extensively discussed in the 2020
concept book, and which are closely connected to two-way tables.

One major ongoing project is something that Stephan Haggard and I call Large-
N Qualitative Analysis, LNQA for short (the main paper is currently a revised and
resubmit at APSR). Hence the first section after the new exercises involves exercises
from this new project. LNQA is also an approach to generalization. A core part
of the motivation of the LNQA project is the issue of the generalizability of case
studies. Therefore the following section involves exercises dealing with generaliza-
tion, extrapolation and external validity. This is absolutely central to applied policy
analysis and a core issue in deciding how generalizable experiments are. Core to
the LNQA project is the use of process tracing, or what we prefer to call within-case
causal inference. Within-case causal inference is closely connected counterfactuals
which I have been interested in over the years, for example, in the anthology with
Jack Levy published in 2007, so this section follows the generalization one.

Another ongoing project involves causal mechanisms. For me to theorize a
causal mechanism is to draw a causal mechanism figure. This can be an individual
case causal mechanism figure or a general theory mechanism figure. I have a set
of papers dealing with the semantics or the tools for drawing these various kinds
of causal mechanism figures. For the moment there are three papers in the series
the first of which deals with causal mechanism figures for individual events, i.e.,
process tracing individual cases, that uses the popular Sherlock Holmes Silver Blaze
story is a device to think about and to draw a causal mechanism figure. The result is
a mechanism figure which attempts to accurately portray all the core issues in that
story (version 1 is available on request). The secondpaper dealswith issues of doing
causal mechanism figures or general theory figures that apply to multiple cases
(version 1 is available on request). This is by far the most common use of figures in
books and articles, while individual case figures are pretty rare. The third paper (in
progress) in the series deals with connecting the individual case analyses with the
general causal ones. This turns out to be significantly more complicated than one
might imagine, it is not just a matter of plugging in specific values for individual
cases into a general theory figure. In any case, many of the new exercises in the
causal mechanism section have arisen because of this particular research agenda.
This feeds back into the LNQA project where within-case causal inference means
checking whether individual cases conform to general causal mechanisms. Hence,
there are sections dealing with causal inference more generally, as well exercises
dealing with causal mechanism analysis.

These projects are all in some way a continuation of the discussions on causal
mechanisms, generalization, case studies and causal complexity initiated in the
(2017) multimethod book.

Particularly noteworthy are the fairly large number of exercises dealing with
two-way tables; a section is devoted to this topic. As part of the LNQA project
we have surveyed a large number of qualitative books published by Princeton and
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Cornell. It will come as no surprise that many of them contain two-way tables
which express the core theory. Working through them it became clear that there
are a variety of methodological issues that are not discussed at all because the
methodology of two-way tables apparently seems easy and straightforward. This
is definitely not the case and some of the exercises point to issues that must faced by
all constructing two-way tables. Similarly, a recurrent question when reading these
volumes for the LNQA book survey was the extent to which these two-way tables
as well as figures might be expressed as Boolean equations. The two-way table
section then just precedes the QCA section because they are often closely (though
often only implicitly) linked. A two-way table exercise is often at the same time a
QCA one.

Note that an exercise can appear in multiple sections if it is relevant to more
than one topic. Unfortunately, the numbering system for the exercises changeswith
each edition. The new exercises also appear at the top of sections to which they
belong, so one can see what is new in any given category.

Brief answers – usually a sketch of an answer – to these exercises (except those
that are open-ended and those that I think would be interesting but have not yet
had the time to do) are included as well.

If youwould like to be informedwhen these exercises are updatedplease contact
me and I will put you on the email list (ggoertz@nd.edu).

Most of the articles and book chapters referred to in the following exercises are
available in PDF format and complete references are found at the end. If possible I
have chosen an electronically available article rather than a book.

As always, I welcome comments on these exercises and suggestions for new
ones.
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New exercises

New exercises also appear in the relevant sections below.

1. It appears that the attraction of dichotomization is very strong. The V-Dem
project has addressed this particular strong demand (Lührmann et al. 2017;
Lindberg 2016). They have a dichotomization procedure which basically di-
vides the V-Dem scale at .5 to separate democracies from non-democracies.
They also introduce a five-level ordinal measure that breaks [0,1] into five
equal parts. However, they end up adding some additional necessary condi-
tion criteria which makes this dichotomization scheme a hybrid, combining
the basic linear V-Dem democracy scale with some necessary conditions.
Does the addition of these additional necessary condition requirements for
democracy imply a critique of the V-Dem measure in the sense that if the
basic measure were working correctly they would not need the additional
necessary condition criteria?

To qualify as a democracy, regimes have to fulfill at least a minimal level
of the prerequisites of the electoral democracy as captured by the EDI.
Based on Lindberg (2016: 90) we draw the line at a score of above 0.5 on
the EDI and introduce two additional necessary conditions: (1) de-facto
multiparty elections as indicated by a score above 2 on the V-Dem indi-
cator for multiparty elections (v2elmulpar-osp; 10 and (2) elections have
to be free and fair in sense of allowing at least for substantial competition
and freedom of participation as indicated by a score above 2 on the V-Dem
indicator for free and fair elections (v2elfrfair-osp). These two additional
necessary criteria ensure that the electoral core of democracy is at least
minimally achieved in all regimes classified as democracies. Compared
to merely taking a cut-off point on the EDI, our choice of adding two
additional criteria also helps to mitigate concerns that moving from con-
tinuous scales to categorical measures is a somewhat arbitrary decision
(see for example Bogaards (2010)). We consciously decided not to take
additional criteria from Dahl’s list of prerequisites as necessary criteria
in order to allow for weaknesses in one area to be balanced by strengths
in another area. . . . We operationalize liberal democracies by the same
criteria as electoral democracies, but they must additionally satisfy the
liberal principles of respect for personal liberties, rule of law, and judicial
as well as legislative constraints on the executive, as indicated by a score
above 0.8 on the V-Dem Liberal Component Index (v2x liberal). Electoral
autocracies fail to meet one or more of the above-mentioned criteria of
electoral democracies, but subject the chief executive to elections at least
a minimal level of multiparty competition as indicated by a score above
1 on the V-Dem multiparty elections indicator (v2elmulpar-osp). Closed
autocracies do not satisfy the latter criterion. (Lührmann et al. 2017, 9–10)

2. One of the huge problems with the dichotomization and mutually exclusive
typologies is the number of cases that lie on the gray zone between categories.
V-Dem has a procedure for doing dichotomous measures (Lührmann et al.
2017). Using the analysis in the concept book, discuss how their analysis
misses some key issues and problems, particularly notable is the fact that
democracy is quite bimodal. Discuss what one should do with the cases that
could fall on either side of a typology boundary (the confidence interval for
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the democracy value lies on the .50 boundary). Should one include a category
“cannot tell” for those country-years? How does the increasing occurrence
of democratic backsliding and competitive-authoritarian regimes, make this
problem significantly worse?

The level of ambiguity started increasing from around 1960 and has be-
come worse during the third wave of democratization. By 2016, almost
30 percent of all countries are in one of the ambiguous categories while
12 percent fall in the critical grey zone between democracy and autoc-
racy. . . . Table 2 compares the RIW measure to the other key measures
used in the literature. The third column shows that the rate of agreement
is relatively high, varying between 88.5 percent (CGV) and 93.1 percent
(WTH). Excluding cases that our typology qualifies as ambiguous, the
level of agreement varies between 91.7 percent (CGV) and 93.5 percent
(GWF). (Lührmann et al. 2017, 13, 15)

3. It is extremely common in the literature on the concept of democracy to
use the necessary condition concept structure. The very influential V-Dem
project often uses the language necessary conditions such as in the quote
below. In their figure 1 discuss the use of the + connecting the essential
electoral democracy center to the spokes of the wheel. If electoral democracy
were necessary condition what should one use instead of the +? Later in the
book they give an additive formula to get the overall democracy score. Use
the basic framework to do another version of figure 7?

The electoral principle has a special status in theV-Demconceptual scheme
as the sine qua non of democracy (see Figure 2.1). We would not want
to call a political regime without multiparty elections “democratic”. . . .
Because we regard electoral democracy as foundational, the other democ-
racy indices incorporate electoral democracy into their respective indices.
Following the conceptual logic presented in Figure 2.1. . . . The fact that
all varieties of democracy are fairly closely related raises the question of
whether we can move even one further level up in the tree of aggregation.
Is it possible to speak of “democracy” tout court, or “Big-D,” a combi-
nation of all five varieties of democracy for which V-Dem has collected
empirical measures? One possible such measure of course readily sug-
gests itself, namely to simply take the average across the five component
indices: (Coppedge et al. 2020, 32, 39, 127)

Answer: If it were truly a necessary condition in figure 7 they should use the
* to indicate multiplication instead of the +. One can redraw the figure using
the basic framework having addition andmultiplicaton at the secondary level.
It is not intuitive to get from their figure 2.1 to a mean formulation.

4. Bove and Nisticó (2014)use a relatively newmethodology called the synthetic
control methodology which has generated much interest. The title of their
article is “Coups d’état and defense spending: a counterfactual analysis.” Are
they actually doing a counterfactual in the traditional sense?
Answer: As the name indicates the methodology generates a control com-
parison observation. One constructs a control group to compare with their
military coup cases. A comparison of treatment and control is not obviously
a counterfactual in the classic sense of the term.
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Figure 1: V-Dem conceptualization of democracy and necessary condition struc-
tures

The electoral principle has a special status in the V-Dem conceptual scheme as
the sine qua non of democracy (see Figure 2.1). We would not want to call
a political regime without multiparty elections “democratic.” Here is where we
push back against the dictator Rafael Trujillo, who spoke of the Dominican
Republic as a neodemocracy; Hitler, who envisaged a Germanic
Führerdemokratie; Franco, who articulated his rule as organic democracy; and
communist regimes in Eastern Europe, which referred to themselves as people’s
democracies. These regimes were not democracies because they did not allow free
elections.

Having adopted a broad view of electoral democracy it is important
nonetheless to stress the limitations of this principle. We do not claim that it
encompasses all the meanings of democracy. There is more to democracy than
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5. Concepts often contain causal claimsaspart of their definitions. This occurs all
the time in law. Here is a standard definition of “DiscriminatoryHarassment”
used by the university of Notre Dame. Discuss how it is structured, and also
discuss how causal factors are part of the defining features (Thanks to Anibal
Pérez-Liñán for this exercise):

(1) unwelcome conduct
(2) that is based on an individuals or groups race, color, national origin,
ethnicity, religion, genetic information, age, disability, or veteran status
and
(3) that interferes with performance, limits participation in University
activities, or creates an intimidating, hostile, or offensive University envi-
ronment when viewed from the perspective of both the individual and a
reasonable person in the same situation.

Answer: Constitutive terms (2) and (3) involve two causal statements (about
the motivation for the conduct, and about the effects of the conduct).

6. Slater and Simmons provide a nice in class example of case selection based
on (1,1) cases that they argue are quite diverse. Both cases have the main
causal variable of political uncertainty and the same outcome variable of
promiscuous power-sharing. However, they then discuss some additional Z
factors that these cases have in common (see quote below). Here they argue
that they are similar in both cases. So this seems like a more similar systems
design. Discussed the tension between themost different systems versusmost
similar systems in their case selection.

In the most general terms, Indonesia and Bolivia serve as a “most dif-
ferent systems” pairing (Przeworski & Teune, 1970). Given the countless
ways that these cases vary, it is intriguing to uncover parallel patterns
of promiscuous powersharing during times of severe uncertainty. These
pronounced cross-case differences are methodologically useful because
they allow us to control for a variety of alternative explanations specific
to each case (e.g., purportedly collusive political culture). In the next
section we argue that both Indonesia and Bolivia saw promiscuous pow-
ersharing originate in highly uncertain democratic transitions. . . . The first
important parallel [Z1] is a revolutionary past. This is relevant for sev-
eral reasons. First, histories of contentious mass politics almost certainly
made it harder for party leaders to sustain exclusionary elitist pacts, while
also probably helping to convince them that such elitism was essential for
political stability in the first place. The strength of popular leftist revo-
lutions also nationalized political life, making subnational ethnicity and
regionalism less salient than one would expect by looking at these coun-
tries pluralistic and geographically fragmented social structures. Most
important for our purposes, revolutions had profound consequences for
which political cleavages would be most salient at the national level. This
determinedwhatwould count as promiscuous as opposed tomerely inclu-
sionary in the powersharing arrangements attending democratization. . . .
Powersharing is not shaped only by political cleavages, however. It is
also a function of electoral rules. Like cleavages, these rules tend to be
historically shaped, and to become among the most important param-
eters influencing democratic interactions. Here we find an additional
parallel between the Indonesian and Bolivian cases. When each country
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democratized, it did so against the backdrop of electoral rules imposed by
conservative military regimes [Z2]. (Slater and Simmons 2012, 1372, 1373)

7. A key issue in case study research is choosing cases in the context of con-
cerns about generalization. Discuss Alter’s rationale for choosing cases given
her concern over generalizing beyond northern international courts. Would
LNQA be applicable here, if so how?

Although there aremany European cases one could examine, only three of
the eighteen case studies in this book focus on European legal institutions
because I want to show that the new terrain of international law exists
beyond Europe. Because I prefer less likely cases, I focus on human rights
courts fromLatinAmerica andAfrica, and caseswhere ICswith economic
subject matter jurisdiction end up speaking to human rights issues, rather
than a case study involving the European Court of Human Rights. (Alter
2014, 25)

8. Scholars frequently use the language of necessary and sufficient conditions.
It is sometimes the case it is not really clear if they really mean that, do the
data or theory support it. Discuss this example:

For the 500 US denomination game, we find qualitative support for the
claim that players exhibit in-group bias if and only if they are observed,
although the results do not reach significance at conventional levels (row
3; columns 3 and 4). In the 100 US denomination game, however, we
find strong evidence that players discriminate in favor of co-ethnics if and
only if they can be seen to be doing so (row 3; columns 1 and 2). Taken
together, these findings offer strong support for this strategy selection
mechanism as an important source of the variation we observe in pub-
lic goods provision across ethnically homogeneous and heterogeneous
settings. ((Habyarimana et al. 2007, 721, emphasis is the authors’)

9. Sambanis et al.’s formal model of civil war with prospects of international
intervention has a necessary condition which produces a hypothesized Y
necessary condition generalization. Discuss the connection between the nec-
essary condition and the next phrase “ThenWar is more likely.” Discuss how
one might do an LNQA for this aspect of their theory.

Proposition 1: Conditional on B choosing to rebel, War can occur only if
inequality (8) were to hold.
Then War is more likely:
i. The higher is the external subsidy Sb;
ii. The higher is the distance D felt by group B;
iii. The lower is the cost of War F;
(Sambanis et al. 2020, 2164; emphasis is mine)

10. “Criminal governance” is a huge issue in Latin American politics. Discuss
Lessing’s various conceptualizations of this concept, particularly within the
basic framework of the concept book. As with all two word–concepts, one
needs to define “criminal,” how does Lessing deal with this? Is it a subset
relationshipwith governance? Analysis his figure 7using the basic framework
for concept analysis.
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Figure 2: Criminal governance

context variation among COs may be more fruitful than
seeking universal criteria for comparison across contexts.
Moreover, by holding multiple factors constant, subna-
tional and submunicipal research designs can help iden-
tify CO-level factors that might explain such variation.

Legitimacy. If “legitimacy”—with its heavy normative
connotations—is a perennially contested concept with
respect to states, then “legitimacy in criminal governance”
may seem downright oxymoronic. Nonetheless, how
COs’ authority is viewed, and by whom, are critically
important questions. I distinguish two dimensions of
legitimacy—“bottom-up” and “top-down”—along which
CO governance may vary. The former understands legitim-
acy as flowing from the consent of the governed, the latter as
“officially sanctioned” by other power-holders, such as states
in the international system. Top-down views that discount
the agency of the governed can be deeply, and to some tastes,
“agreeably cynical” (Tilly 1985, 171), but these two
approaches need not be mutually exclusive. For example,
states’ decisions to confer legitimacy on one another might
depend on whether each has the consent of those it governs.
Both forms of legitimacymatter to criminal governance.

COs are, by definition, de-legitimated by states, who
outlaw and presumably combat them. This dearth of
top-down legitimacy—even more severe than that faced
by insurgencies—generally forecloses not only open

negotiation with states but virtually all direct engagement
in politics. Instead, COs may rely on more (top-down)
legitimate social actors like community leaders or NGOs
for mediation (Arias 2006), or simply turn to corruption
and anti-state violence to keep law-enforcement at bay. Yet
important variation in top-down legitimacy of COs within
settings may be detected. Arias (2017), for example, finds
that the relative legitimacy enjoyed by groups like Rio’s
police-linked milícias (who portray themselves as a “lesser
evil” than drug traffickers) leads them to engage more
actively in electoral politics, striking long-term agreements
with allied candidates.

Weber characterized bottom-up legitimacy as “volun-
tary submission” (1947, 324) in hopes of making it
empirically observable, but oppressed people may hide
their true feelings. Trying to assess whether civilians
meaningfully consent to their armed domination by crim-
inal organizations may seem particularly perverse. If, as
Wedeen argues, “conflation of legitimacy with acceptance,
acquiescence, consent, and/or obedience is problematic
for any political regime” (2015, xiv), then it is surely more
so for a criminal authority.

Still, the pragmatic question of how willingly subjects
comply with the rules and restrictions imposed is of
even greater importance to COs than states. Like states,
COs reap standard benefits from “voluntary submission”,
including less need for costly punishment of transgressors

Figure 3
Structure and basis of criminal authority: Charismatic-personalistic versus rational-bureaucratic

 Charismatic-Personalistic:
• Confederal structure among bosses
• Clan-like substructures under bosses
• Non-alienable property rights
• Arbitrary punishments
• Rhetorical emphasis on identity, loyalty
• Leaders’ personalities are prominent 

Rational-Bureaucratic:

Street-Level MC
Sintonia Geral das Ruas

São Paulo MC
Sintonia dos 36

East Side 
MC 

Manager (M)
Geral

Disciplinarian (D)
Disciplina

Bookkeeper (B)
Livro

MC

M

D B

Other States MC
Sintonia dos Estados

Ceará
MC 

M

D B

MC

M

BD

Prison System MC
Sintonia Geral do Sistema

Prisons MC

Unit 1 
MC

M

D B

MC

M

D B

Jails MC

Unit 2 
MC 

M

D B

Lawyers / Legal MC
Sintonia das Gravatas

Procurement MC
Sintonia do Progresso

Boss A’s FirmBoss B’s Firm

Comando Vermelho
(CV)

Boss B
Boss A

General Manager
Gerente Geral 

Corner manager
Gerente de Boca

Seller 
Vapor Seller

Corner 
manager

Seller Seller

Military manager
Gerente de Soldados

Soldier Soldier

Consigliere
Fiel

LookoutPackager

Boss

Boss

Boss

Confederation of Bosses
(Donos)

Primeiro Comando 
da Capital 

(PCC)
Central Managing Committee (MC)

Sintonia Geral e Final

• Unified, hierarchical structure
• Standardized, replicated, rotating job posts
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Note: Charts adapted from Misse 2003 and Dowdney 2003 [CV]; and Godoy 2013 [PCC].
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11. In the punctuated equilibrium framework shocks are often conceived of as
a necessary condition for rapid punctuated change. Discuss the extent to
which a military hegemonic shock is a necessary condition for regime change
in Gunitsky’s work as illustrated in figure 14.

If these arguments are correct, military hegemonic shocks should increase
the likelihood of great powers temporarily choosing to promote their own
regimes rather than securing mere loyalty. This can be tested empirically
by looking at the rates and types of regime promotions over the twen-
tieth century. As Figures 4 and 5 show, the likelihood of great powers
imposing their own regimes increases significantly in the wake of mili-
tary hegemonic shocks. During the twentieth century, great powers are
responsible for seventy-two of the 121 external impositions (about 60 per-
cent). However, great powers nearly monopolize regime promotion in
the wake of military hegemonic transitions, when they are promoters in
thirty-one of thirty-four cases. (Gunitsky 2014, 568, 570)

Figure 3: Hegemonic shocks as a necessary condition for regime impositionto promote their own regimes in the wake of military shocks, when they promoted their
own regimes in 94 percent of the cases (compared with 66 percent in nonshock years).24

In short, when it comes to regime imposition, great powers behave very differently
in the wake of hegemonic shocks. They become more likely to impose regimes during
hegemonic transitions, and when they do so, they are much more likely to impose
their own regimes than during nonshock years. This occurs because the immediate
aftermath of military shocks changes the incentives for regime promotion by tempor-
arily legitimizing external interventions and lowering the cost of occupations.
During the past decade or so, perhaps inspired by the American experience in

Afghanistan and Iraq, the literature on regime promotions has been pessimistic about
the effect of regime impositions on democratization.25 Yet the material and ideational
costs and benefits associated with impositions change dramatically in the wake of
hegemonic transitions. Quantitative studies of interventions would thus benefit from
disaggregating postshock interventions from other types of external impositions.

Hegemonic Shocks and Mechanisms of Influence

Another mechanism by which shocks produce institutional waves is by enabling
rising great powers to rapidly expand their networks of trade and patronage within

FIGURE 4. Impositions of their own regime by great powers, 1900–2000
Notes: The figure measures the rate of hegemonic impositions of their own regime (measured as the product of the number
of great powers imposing their own regimes and the number of states experiencing such impositions in a given year). See
Appendix 2 for the full list of impositions and their classifications, and an expanded discussion of the measures.

24. The two exceptions are Japan’s intervention in Russia (1918) and the Soviet Union in Austria (1945).
25. See, for example, Pickering and Peceny 2006; Bueno de Mesquita and Downs 2006; Easterly,
Satyanath, and Berger 2008; and Peic and Reiter 2011.

Hegemonic Transitions and Democratization in the Twentieth Century 569

12. Two-way tables are extremely common to express theoretical frameworks in
security studies. A core question in the analysis of these tables is the extent
to which the content of each cell is the same dependent variable but at dif-
ferent levels versus four different dependent variables. If it is four different
dependent variables the causal analysis becomes very complicated, particu-
larly regarding negative cases for these four different dependent variables.
Often, however, one can argue there is one underlying dependent variable
and each cell is a different level on the dependent variable. Can one make
this argument in Ward’s (2017) analysis of the behavior of major powers: is
there one underlying dependent variable in table 15 and can you rank the
cells ordinally on this underlying variable?
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Table 1: Two-way tables and the dependent variable: status quo norms, distribution
and revisionism

ways that seem intended to participate in the management or governance
of the status quo order, at least tacitly signals that the status quo is
valuable and the privileged position of its defenders is valid. This message
is inconsistent with the demand for delegitimation that is associated with
normative dissatisfaction.

Revisionist Foreign Policy Combinations

The two dimensions of dissatisfaction combine to form four ideal-typical
orientations toward the status quo (depicted in Table 1.1). These can be
understood more concretely as policy combinations. States in the real
world will never fit cleanly into any ideal-typical category – ideal types
exist only in the form of theories and ideas. But states do pursue policy
combinations that resemble (more or less closely) one orientation or
another; and it is possible to identify shifts from a mix of policies that
resembles one orientation toward a mix that more closely resembles
another. In other words, this framework is particularly useful for char-
acterizing changes in the orientation of a state’s foreign policy.

The first orientation is satisfaction with both the distribution of
resources in a system and the status quo norms, rules, and institutions.
This combination is not revisionist at all; it instead consists of a mix of
policies committed to defending the distribution of power and other
resources, and upholding the legitimacy of the status quo’s normative
framework. This approximates Great Britain’s orientation toward the
status quo during the decades before World War I.

Table 1.1 Ideal-Typical Policy Combinations

Accept Status Quo Norms,
Rules, and Institutions

Reject Status Quo Norms,
Rules, and Institutions

Defend (or Decline to
Challenge) Distribution
of Resources

Satisfied Normative Revisionist

Examples (Pre–World War I Great
Britain)

(Tokugawa Japan; early Soviet
Union)

Challenge Distribution of
Resources

Distributive Revisionist Radical Revisionist

Examples (Prussia/Germany under
Bismarck; post-Meiji Japan;
Germany under Stresemann)

(Revolutionary France; pre–
World War I Germany; post-
1933 Japan; Nazi Germany)

18 Revisionism, Order, and Rising Powers

Source: Ward 2017.
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Answer: It seems like the underlying dependent variable is “level of revi-
sionism.” The ordinal levels are (1) satisfied, (2) normative revisionist, (3)
distributive revisionist, (4) radical revisionist. As is often the case the ranking
between (2) and (3) is perhaps not obvious, a look at the cases in these cells
might help decide.

13. A typical statistical reflex when faced with a scatterplot is to draw a line
through it. One of the classic debates in political science deals with the
relationship between level of wealth and democracy. Discuss the extent to
which scatterplot in figure 13 (Norris 2017) is best described as a sufficient
condition, based on fuzzy logic, that establishes a floor for the level democracy
abovewhich there canbe significant variation. There are only four caseswhich
violate the sufficient condition–floor interpretation, these wouldmerit special
attention. Note that many of the other countries with large residuals on the
quadratic curve are not problematic in this fuzzy logic interpretation.

Figure 4: Wealth as a floor for the level of democracy

There is also convincing evidence for the modernization theory as an
explanation of the observed cross-national variations in the quality of
elections; as Figure 4.5 illustrates, a significant correlation links level of
economic development (measured by per capita GDP in purchasing power
parity) and the PEI levels of electoral integrity (R = .54***, N147). Yet it is
also obvious that among the poorest countries, several cases – such as Benin,
Lesotho and Micronesia – perform relatively well in the global comparison,
according to the PEI Index. By contrast, as already discussed, several other low-
income economies perform poorly in this regard – notably Ethiopia, Burundi,
andHaiti.Moreover, we have already shown that among affluent postindustrial
societies andWestern democracies, elections in the United States and the United
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14. In some two-way tables the various cells are ordered by how they influence
a particular dependent variable. Weeks (2014) does exactly this in table 12
(discussed as some length in the concept book). The various combinations of
the row and column factors are predicted to have an ordered impact on the
likelihood of a militarized dispute. If this were done as a cube, which would
be my recommendation, what would it look like with the third, vertical, axis
as the likelihood a militarized dispute?
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Table 2: Two-way tables: varieties of authoritarian regimes and militarized dispute
initiation

Authoritarian Regimes and the Domestic Politics of War and Peace

[17]

revise the status quo in its favor, giving rise to disputes in the fi rst place.  10   
In the presence of a dispute, additional factors like secrecy, commitment 
problems, and indivisible issues may then prevent countries from locat-
ing solutions short of war.  11   The following section examines how these 
parameters vary among authoritarian regimes and what this variation 
means for regime type and international confl ict. 

 Audiences, Preferences, and Decisions about War 

 Above, I suggested that in order to explain why some countries are 
more war-prone than others, we must focus on whether the leader is con-
strained by a domestic audience, and the perceptions and preferences that 
audiences and leaders have about the use of military force. Below, I ex-
plain why this approach leads us to focus on two key dimensions: the 
extent to which the regime is “personalist,” and whether the regime is led 
by civilians or by members of the military.  12   Because regimes can have any 
combination of these two characteristics, the two dimensions combine to 
form four ideal types, shown in   table 1.1  .  13   I adopt Slater’s (2003) labels, 
distinguishing among nonpersonalist civilian regimes ( machines ), nonper-
sonalist military regimes (  juntas ), personalist regimes led by civilians 
( bosses ), and personalist regimes led by military offi cers ( strongmen ).  14   

  Domestic Audiences: Personalist versus 
Elite-Constrained Dictators 

 The fi rst issue is what types of authoritarian regimes face a powerful 
domestic audience that can punish or, in the extreme, remove leaders 
who do not represent their interests. Scholars have shown empirically 
that most authoritarian leaders lose power at the hands of regime insid-
ers rather than mass uprisings.  15   Yet dictatorships vary enormously in 
the extent to which regime insiders have the opportunity and incentives 
to oust their leader. 

 At one end of the spectrum are despotic, sultanistic, or, here, “personal-
ist” regimes in which one individual controls instruments of state such as 
the military forces, any ruling party, and the state bureaucracy.  16   Crucial 

  Table 1.1  Typology of authoritarian regimes 

Civilian audience 
or leader

Military audience 
or leader

Nonpersonalist (Elite-constrained leader) Machine Junta
Personalist (Unconstrained leader) Boss Strongman

Source: Weeks 2014.
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15. Table 13 gives a theory table involving two independent variables. One of the
first questions one needs to ask is whether there is some underlying variable
or the dependent variables in the four cells. In this case, there is a later figure
(figure 1) where the four outcomes are stacked from top to bottom as follows:
(1) strengthening, (2) bolstering, (3) relegation, and (4) weakening. Does that
mean there’s an ordinal relationship between these four dependent variables?
If we code weak military as 1 (robust as 0) and high strategic as 1 (low as 0),
as implied in the later figure, does that suggest a partial ordering?

Table 3: Two-way tables: rising state goals and rising state means

the revolutions of 1989 by undercutting core Soviet alliances—including reuni-
fying Germany within NATO—and helping evict the Soviet Union from
Central-Eastern Europe.16

Second, rising states may employ a strengthening strategy that provides a
declining great power intensive support to sustain the existing distribution of
power. They do so by offering the declining state signiªcant military, diplo-
matic, and economic backing to reduce the costs that a declining state incurs to
maintain its security. These steps require a rising state to commit its own re-
sources and risk confrontation with other states; they thus signal the declining
state’s major importance to the rising state. The U.S. effort to reconstruct and
protect Britain in the late 1940s by extending large-scale economic and security
assistance illustrates this strategy.

A third, comparatively moderate strategy is weakening. With this strategy, a
rising state tries to slowly shift the distribution of power against the declin-
ing state by, for example, engaging it in arms races, targeting its secondary in-
terests (e.g., peripheral colonies), slowing its economic growth, or initiating
diplomatic standoffs. Although unlikely to signiªcantly harm the declining
state immediately, these steps can produce large, cumulative gains for the ris-
ing state while allowing it to avoid incurring large immediate costs. The U.S.
effort to launch a nuclear and conventional arms buildup and to impose sanc-
tions on a declining Soviet Union in the mid-1980s is an example of a weaken-
ing strategy.

Fourth, rising states can pursue a bolstering strategy, judiciously working to

Partnership or Predation? 95

16. Joshua R. Itzkowitz Shifrinson, “Deal or No Deal? The End of the Cold War and the U.S. Offer
to Limit NATO Expansion,” International Security, Vol. 40, No. 4 (Spring 2016), pp. 7–44, doi.org/
10.1162/ISEC_a_00236.

Figure 1. Ideal-Type Strategies of Rising States toward Declining Great Powers
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16. Often two-way tables are best interpreted via Boolean logic. Table 16 below
provides a core summary of the Carnegie and Carson game theoretic model
predictions with the two core independent variables on the row and the
column of the table. Give the Boolean equation that generates the table.
Analyze and the connection between this table and the formal game theoretic
model described in the article. Discuss the cases which are most relevant for
analyzing various parts of the Boolean equation. Discuss the hypotheses the
relationship between the Boolean equations that can generate table 13 and the
implicit linear, additive hypotheses in their hypotheses H1 and H2.

We argue that international organizations constitute a potential solution
to disclosure dilemmas. . . . We claim that an IO can serve this purpose
under two primary conditions. First, an IO must have the capacity to
credibly review, assess, and act on sensitive information, which requires
a reputation for technical expertise and relatively unbiased judgment;
otherwise, it cannot provide added legitimacy to address the intelligence
holder’s credibility problem. Second, it must be designed to receive and
protect sensitive information by limiting its dissemination within the IO
andpreventing unauthorized leaks. . . . These [game theoretic] claims lead
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to two testable hypotheses, which are summarized in Table 1 [table 16].
H1: The greater the intelligence reception and protection capabilities of
an IO, the more intelligence an informed state discloses to it about states
it is not friendly with. H2: The greater the intelligence reception and
protection capabilities of an IO, the fewer violations of international law
that occur among states that are not friendly with the informed state.
(Carnegie and Carson 2019, 271–72)

Table 4: IOs and friends in nuclear weapons regimes: Boolean equations versus
linear equations

THE DISCLOSURE DILEMMA 275

FIGURE 2 Equilibria as a Function of Bias b

Without an IO; CM > 1

0 −1 0

CM − 1

vAH = 1;xE(1) = ¬D; e(D) = 1 vAH = 0;xE(1) = D; e(D) = 1

vAH = 1;xE(1) = ¬D; e(D) = 0 vAH = 0;xE(1) = DM ; e(D) = 0

>
b

With an IO; CM = 0

0 −1 0

vAH = 1;xE(1) = ¬D; e(D) = 1 vAH = 0;xE(1) = D; e(D) = 1

vAH = 1;xE(1) = ¬D; e(D) = 0 vAH = 0;xE(1) = DM ; e(D) = 0

>
b

Note: Equilibria are described using the relevant part of players’ strategies. In all equilibria, vA L = 0, xE (0) =
¬D, e(¬D) = 0, and e(D M) = 1.

TABLE 1 Summary of Intelligence-Sharing Decisions

IO Unable to Protect Intel IO Able to Protect Intel

Intel about Friends Rare Disclosures Rare Disclosures
Violations Common Violations Common

Intel about Non-Friends Rare Disclosures Frequent Disclosures
Violations Common Violations Less Common

authority under Article VIII of the 1956 IAEA Statute to
receive intelligence, it was not equipped to protect this
information in practice.19 After 1990, the agency argued
that greater intelligence sharing was necessary for it to
perform its duties (Ogilvie-White 2014, 325–26). It thus
spearheaded reforms with its member states’ agreement,
which included clarification that IAEA staff would sign
nondisclosure agreements, grant limited access to intelli-
gence, implement procedures to address breaches of con-
fidentiality, and secure cyber and physical infrastructure
for sensitive information.20 Moreover, informed states
could provide their information via private briefings with
the director general—whom powerful states ensure they
trust during the selection process—and a select few staff
members. Intelligence material could also be stored in
the director general’s office or other secure areas that are

19“Each member should make available such information as would,
in the judgement of the member, be helpful to the Agency.” Article
VII, The Statute of the IAEA, 1956. On failure to exercise this
authority, see Interview 3, June 20, 2017.

20Interview 4, June 22, 2017; Interview 6, June 20, 2017; Interview
43, February 18, 2017.

accessible only to thoroughly vetted and limited staff.21

The implementation and credibility of these measures
were buoyed by the IAEA’s decades-long experience han-
dling the sensitive data gathered in its routine inspections
from member states.22 The IAEA had also demonstrated
its independence and neutrality in cases like South Africa,
where some intelligence offers were refused to safeguard
its integrity (Brown 2015, 108).

Observable Implications

The IAEA’s reforms represent a shift in a prominent IO’s
ability to receive and protect intelligence—a key quan-
tity of interest in our theoretical framework. We argue
that if an IO cannot adequately protect E ’s sensitive in-
formation, E loses C M and is reluctant to disclose it.23

21Interview 14, February 9, 2017.

22Interview 43, February 18, 2017; Interview 14, February 9, 2017.

23For example, leaks from a United Nations peacekeeping mission
in Somalia that received intelligence led attempts to cut off such

Answer: The Boolean equation which can generate table 16 is: (IO protect)
AND(Intel aboutnon-friends) are individuallynecessary and jointly sufficient
for Frequent disclosures. No additive, linear equation can do this. The only
linear algebra equation which would work is Y= (IO protect)*(Intel about
non-friends), which notably includes no individual variables involving the
interaction term. This equation is also nonadditive and nonlinear.

17. Kacowicz claims that permissive or enabling conditions are not causes. But
how can that be if they have an effect on something? This is perhaps not an
uncommon point of view among social constructivists. What is his implicit
concept of “cause”?

I do not claim that international peace and globalization cause illicit
transnational flows, but rather that they are permissive conditions that
enable their occurrence and proliferation. . . . We premise the occurrence
andproliferation of illicit transnational flows across peaceful borders upon
two permissive conditions: the preexistence of international peace and the
impact of globalization. . . . The implied logic here is that we expect more
illicit transnational activities to take place under conditions of peace than
war. We postulate that the existence of international peace is a permissive
condition, (Kacowicz et al. 2021, x, 27)
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18. Dion (2003) in a famous article disputes the following claim, at least a specific
version of it. Assuming that the sample is randomwhat could one potentially
say? Hint: think of each independent variable as a coin being flipped.

In a frequentist framework, which treats probabilities as constituting the
likelihood that a sampledrawn fromapopulation is or is not representative
of the population, nothing can be said about five or six cases with seven or
eight independent variables because of the “degrees of freedom”problem.
(Bennett 2022, 67)

Answer: Dion argued using Bayesian setup that if one consistently gets X � 1
when Y � 1, then with only 5–6 Y � 1 cases one can be quite certain, in a
Bayesian sense, that X is necessary for Y. This like flipping a coin 6 times and
always getting a head? Whatmight you conclude about the coin? Braumoeller
and Goertz (1999) find basically the same thing using a frequentist approach.

19. It is often the case that when one has an ordinal scale with more than, say, five
categories the statistical analysis of this as an independent variable becomes
problematic (e.g., lots of dummy variables). One possibly popular solution to
this is to just dichotomize at some point in the ordinal scale. In the influential
EPR data set discuss whether the seven point scale is ordinal or not? Does
the fact that one can dichotomized imply that it is ordinal? Following the
discussion in the concept book how can one do a semantic transformation of
this seven-level scale into one continuous variable? Can you draw and justify
the semantic transformation figure?

I employ the EPR’s [Ethnic Power Relations] main variable, “the degree of
access to power enjoyed by political leaders who claimed to represent var-
ious” politically relevant ethnic groups. (They exclude any group whose
members do not have elites at the center claiming to represent them.) Ac-
cess to power is coded as a seven point categorical variable. Categories
include “monopoly,” “dominant,” “senior partner,” “junior partner,” “re-
gional autonomy,” “powerless,” or “discriminated.” To examine the effect
of a group’s access to power and how it affects whether its members
would execute a coup versus rebel, I collapse the seven-point variable
into a dichotomous variable: Inclusion. Groupings with access to central
state power (i.e. coded as “monopoly,” “dominant,” “senior partner,” or
“junior partner”) are scored a 1, while all others (“regional autonomy,”
“powerless,” or “discriminated”) are scored a 0. (Roessler 2016, 211–12;
see http://www.epr.ucla.edu for the coding manual to help you decide
whether it is ordinal or not).

Answer: The coding manual says this:

We categorized all politically relevant ethnic groups according to the de-
gree of access to central state power by those who claimed to represent
them. Some held full control of the executive branch with no meaning-
ful participation by members of any other group, some shared power
with members of other groups, and some were excluded altogether from
decision-making authority. Within each of these three categories, coders
differentiated between further subtypes, including absolute power, power
sharing regimes, and exclusion from central power.
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This suggests an underlying concept which is “access to power.” Clearly the
three main “types” are ordinal. If one looks at the “subtypes” they also seem
ordinal, e.g., senior partner versus junior partner.

20. Bernard andhis colleagues in their analyzing qualitative data textbookdiscuss
a technique known as analytic induction (Ragin has a book manuscript in
progress on this topic). Typically analytic induction is looking at all the
Y � 1 cases and then inductively trying to find a common cause. One of
the earliest and strongest critiques of this was that this procedure did not
allow one to “predict” outcomes. This meant that if one knew the common
cause one cannot predict the outcome in other cases. Discuss this issue in
terms of analytic induction finding necessary conditions and what one can
predict if one has a necessary condition. Also discuss extent to which these
authors when they talk about “prediction” are really asking about sufficient
conditions. If one has a sufficient condition for an outcome then one can
predict that it will occur when that sufficient condition occurs.

Cressey [a classic of analytic induction] could not predict, a priori—i.e.,
without data about actual embezzlerswhohadbeen arrested and jailed for
their crime—which bank workers would violate the trust of their employ-
ers. Manning could not predict, a priori, which pregnant women would
ultimately seek an abortion. And Zeoli et al. couldn’t predict whichmoth-
ers’ behavior would not confirm their expectations. . . . Analytic induction
fell out of favor after the 1950s because the method accounts for data
you’ve already collected but does not allow prediction about individual
cases. While it does not produce perfect knowledge for the prediction of
individual cases, it can do as well as statistical induction—the standard
in social science—in predicting the outcome in aggregates of cases, and it
does so with a relatively small number of cases. (Bernard et al. 2017, 563,
579)

21. Pearl and McKenzie (2017) spend almost a whole chapter on causal inference
in the history of smoking and lung cancer. They note one of the earliest results,
and very striking results, which people of the time could not really wrap their
heads around:

Of course Hill knew that an RCT was impossible in this case, but he had
learned the advantages of comparing a treatment group to a control group.
So he proposed to compare patientswho had already been diagnosedwith
cancer to a control group of healthy volunteers. Each group’s members
were interviewed on their past behaviors and medical histories. To avoid
bias, the interviewerswere not toldwhohad cancer andwhowas a control.
The results of the study were shocking: out of 649 lung cancer patients
interviewed, all but two had been smokers. . . . The probability logic is
backward too. The data tell us the probability that a cancer patient is
a smoker instead of the probability that a smoker will get cancer. It is
the latter probability that really matters to a person who wants to know
whether he should smoke or not. (Pearl and Mackenzie 2017, 192–93)

Why is their question about smoking-cancer framed in the wrong way given
these data?
Answer: Note that they say that the probabilities are backward which is
exactly the issue with necessary conditions and analytic induction. As in the
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previous exercise, they are asking what is the probability that I will get lung
cancer if I smoke. This is the wrong question given the data in question.
As Pearl and MacKenzie note these data are not very useful in answering
the question “What is the probability that I will get lung cancer if I smoke.
However, if I want to avoid lung cancer the advice is clear and the data speak
directly to that. The question is “What is the probability I will not get lung
cancer if I do not smoke?” While there may be other contributing causes to
all the cases of lung cancer in 99 percent of cases smoking is part of the story
(an necessary condition).

22. Draw the concept figure for Beliakov’s (2022) concept of “civilian control” of
the military given in table 9 below, in particular what are the aggregation
principles?

Table 5: Conceptualization of “civilian control”Beliakova 1397

policy. Of course, in democracies, insubordination is likely to entail some 
form of punishment. However, it falls short of the repressive means of authori-
tarian regimes. Most importantly, in democracies, the rules of the game are 
known in advance, and the military takes fewer risks by refusing to abide by 
the order.2 Moreover, in democratic states, the law constitutes a source of 
authority that can come in contradiction to the government’s orders. Some 
militaries of democratic states even specify that it is a soldier’s obligation to 
disobey an illegal order (e.g., the Israeli Defense Forces) (Linn, 1996). 

Table 1. Operationalization of Civilian Control.

Attributes
Indicators 

(operationalization) Authors

Subordination of the 
military to civilian 
authorities

Compliance with orders 
issued by civilian authority

Timely and accurate 
implementation of orders

The military reports to 
civilian authorities on 
major security-related 
events

Desch (1999), Feaver 
(2003), Huntington 
(1957), Pion-Berlin 
(1992), and Pion-Berlin 
and Martinez (2017)

Civilian authorities 
dominate the policy 
process

The government of the 
state (especially key 
ministerial positions) 
is composed of civilian 
officials

Civilian expertise on 
security issues informs 
policy formulation

Final decision-making 
power belongs to civilian 
authorities

Cohen (2002), Cohn 
(2011), Cottey et al. 
(2002), Feaver (1996, 
2003), Kuehn et al. 
(2017), Perlmutter (1969) 
and Trinkunas (2005)

The military does 
not compete with 
the government for 
political power

Members of the military 
do not run for offices or 
compete for seats in the 
government

They do not try to 
influence politics through 
blackmailing or challenging 
the government and 
affecting public opinion 
(media appearances, 
public addresses, etc.)

They do not plot, try to 
perform, or assist a coup

Barany (2012), Brooks 
(2008, 2009), Croissant et 
al. (2010), Feaver (2003), 
Huntington (1957) and 
Kohn (2002)

23. Chapter 8 the concept bookdiscusses someof thepitfalls of creating typologies
using themutually exclusive and exhaustive rules. Themap given in figure 10
is the World Bank’s typology of regions of the world and is an interesting
example to discuss for thinking about mutually exclusive and exhaustive
typologies. As far as I can tell any rationale for this particular division of
the world into regions is lost in some old World Bank filing cabinet. Here
are a few issues to discuss. First, note that it is not completely geographic
because French Guyana which is located Latin America is coded red making
it part of Europe. However, various colonies and possessions, e.g., US and
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French, in Oceania (another region?) are considered in the East Asian region.
Probably Puerto Rico is considered part of North America. Second, probably
the biggest problem is those countries that lie on the boundaries, the gray
zone between regions. So for example Turkey is considered part of Europe.
Russia is obviously a huge gray zone because it is part of Central Asia, Europe
and arguably East Asia. A major gray zone is how to consider North Africa,
part of Africa or part of the Middle East? It seems like language and religion
are used as well in deciding regions? Finally, why did they consider Europe
and Central Asia to be one region?!

Figure 5: World Bank and regions of the world
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Grenada	 Upper middle income
Guatemala	 Lower middle income
Guyana	 Upper middle income
Haiti	 Low income
Honduras	 Lower middle income
Jamaica	 Upper middle income
Mexico	 Upper middle income
Nicaragua	 Lower middle income
Panama	 Upper middle income
Paraguay	 Upper middle income
Peru	 Upper middle income
Puerto Rico	 High income
Sint Maarten	 High income
St. Kitts and Nevis	 High income
St. Lucia	 Upper middle income
St. Martin	 High income
St. Vincent and 
the Grenadines	 Upper middle income
Suriname	 Upper middle income

Trinidad and Tobago	 High income
Turks and Caicos 
Islands	 High income
Uruguay	 High income
Venezuela, RB	 Upper middle income
Virgin Islands (U.S.)	 High income

Middle East and North Africa
Algeria	 Upper middle income
Bahrain	 High income
Djibouti	 Lower middle income
Egypt, Arab Rep.	 Lower middle income
Iran, Islamic Rep.	 Upper middle income
Iraq	 Upper middle income
Israel	 High income
Jordan	 Lower middle income
Kuwait	 High income
Lebanon	 Upper middle income
Libya	 Upper middle income

Malta	 High income
Morocco	 Lower middle income
Oman	 High income
Qatar	 High income
Saudi Arabia	 High income
Syrian Arab Republic	 Lower middle income
Tunisia	 Lower middle income
United Arab Emirates	 High income
West Bank and Gaza	 Lower middle income
Yemen, Rep.	 Lower middle income

North America
Bermuda	 High income
Canada	 High income
United States	 High income

South Asia
Afghanistan	 Low income
Bangladesh	 Lower middle income

Bhutan	 Lower middle income
India	 Lower middle income
Maldives	 Upper middle income
Nepal	 Low income
Pakistan	 Lower middle income
Sri Lanka	 Lower middle income

Sub-Saharan Africa
Angola	 Lower middle income
Benin	 Low income
Botswana	 Upper middle income
Burkina Faso	 Low income
Burundi	 Low income
Cabo Verde	 Lower middle income
Cameroon	 Lower middle income
Central African 
Republic	 Low income
Chad	 Low income
Comoros	 Low income

Congo, Dem. Rep.	 Low income
Congo, Rep.	 Lower middle income
Côte d’Ivoire	 Lower middle income
Equatorial Guinea	 Upper middle income
Eritrea	 Low income
Ethiopia	 Low income
Gabon	 Upper middle income
Gambia, The	 Low income
Ghana	 Lower middle income
Guinea	 Low income
Guinea-Bissau	 Low income
Kenya	 Lower middle income
Lesotho	 Lower middle income
Liberia	 Low income
Madagascar	 Low income
Malawi	 Low income
Mali	 Low income
Mauritania	 Lower middle income
Mauritius	 Upper middle income

Mozambique	 Low income
Namibia	 Upper middle income
Niger	 Low income
Nigeria	 Lower middle income
Rwanda	 Low income
São Tomé and Principe	Lower middle income
Senegal	 Low income
Seychelles	 High income
Sierra Leone	 Low income
Somalia	 Low income
South Africa	 Upper middle income
South Sudan	 Low income
Sudan	 Lower middle income
Swaziland	 Lower middle income
Tanzania	 Low income
Togo	 Low income
Uganda	 Low income
Zambia	 Lower middle income
Zimbabwe	 Low income

24. Chubb (2022) presents a typology of assertiveness in the context of Chinese
militarized activities in East Asia, presented in table 7. He presents it as a
typology were different levels are qualitatively different from each other: “Hav-
ing distinguished these four qualitatively different types of assertive state
behavior in maritime disputes,” (Chubb 2020, 88, emphasis is mine). Discuss
whether there is in fact some underlying scale to the concept of the assertive-
ness. He hints there is by saying there is greater escalatory potential as one
moves down the types, so they are ordered in that sense. Would it be more
accurate to say these are levels of assertiveness. Could one draw a figure of
his concept this using the basic frameworkwith four defining dimensions and
then multiple indicators for each dimension?
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Table 6: Typologies and “qualitatively different”: military assertiveness

laws and regulations, diplomatic declarations, submissions to international au-
thorities, and changes in domestic administrative arrangements governing the
disputed area. Their signiªcance is evident in the fact that they frequently
prompt ofªcial protests from other states—and they typically stay in effect in
perpetuity unless actively renounced. But because they involve neither physi-

International Security 45:3 88

Table 1. Four-Way Typology of Assertiveness in Maritime and Territorial Disputes,
Mapped onto Existing Concepts

Types of Assertiveness Existing Concepts

Declarative
verbal assertions via non-coercive statements,
diplomatic notes, domestic legislation and
administrative measures, international legal
cases

gray-zone conºict (Green et al.;
Peterson); delay (Fravel); minimal
conºict (Huth)

Demonstrative
unilateral administration of disputed
possession: patrols, surveys, resource
development, construction of infrastructure,
state-sanctioned tourism or activism, domestic
judicial proceedings, and cooperative
agreements with third parties

Coercive
threat or imposition of punishment: may be
verbal, diplomatic or administrative, economic
punishment, warning shots, physical
interference with foreign activities in disputed
area

coercion (Schelling; Zhang);
political-diplomatic escalation
(Huth)

Use of force
application of military force or direct seizure
and occupation of disputed possession

use of force / escalation
(Fravel); brute force (Schelling);
compulsion (Sechser)

SOURCES: M. Taylor Fravel, Strong Borders, Secure Nation: Cooperation and Conºict in
China’s Territorial Disputes (Princeton, N.J.: Princeton University Press, 2008); Michael
Green et al., Countering Coercion in Maritime Asia: The Theory and Practice of Gray Zone
Deterrence (Washington, D.C.: Center for Strategic and International Studies, 2017); Paul
K. Huth, Standing Your Ground: Territorial Disputes and International Conºict (Ann Arbor:
University of Michigan Press, 1998); Michael Peterson, “The Chinese Maritime Gray
Zone,” in Andrew S. Erickson and Ryan D. Martinson, eds., China’s Maritime Gray Zone
Operations (Annapolis: Naval Institute Press, 2019) ; Thomas C. Schelling, Arms and
Inºuence (New Haven, Conn.: Yale University Press, 1966 [2004]); Todd S. Sechser, “Mili-
tarized Compellent Threats, 1918–2001,” Conºict Management and Peace Science, Vol. 28,
No. 4 (September 2011), pp. 377–401, doi.org/10.1177/0738894211413066; and “Cautious
Bully: Reputation, Resolve, and Beijing’s Use of Coercion in the South China Sea,” Inter-
national Security, Vol. 44, No. 1 (Summer 2019), pp. 117–159, doi.org/10.1162/isec_a
_00354.
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25. One of the things that one should always ask when confronted with a 2×2
table is whether the row factor is more important than the column factor.
Stewart’s analysis of rebel governance is presented in figure 12. Which is the
most important factor, row or column?

Figure 6: Intensiveness and extensiveness of rebel governance: which is more
important?

when rebels provide more intensive and more extensive governance,
they face a higher risk of incurring political or reputational costs
because they introduce potentially unpopular programs, while also
possibly inflaming the free rider problem and expanding maintenance
costs (strategy 3).

Importantly, each strategic choice builds upon and is not exclusive to
the numerically previous strategy. For instance, if a rebel group pursued
a less intensive and more extensive governance strategy and provided
basic services to members of the population broadly (strategy 2), the
rebel group could also provide some high-quality institutions just for
members of the rebel organization (strategy 1). Likewise, if rebel organ-
izations introduce more intensive institutions to an extensive cut of the
population (strategy 3), they almost always also introduce less intensive
institutions to that same population as well (strategy 2), and sometimes
reserve certain high-quality goods and services to members of the rebel
group alone (strategy 1).

Figure 1.1 demonstrates how I conceptualize the burdens and levels
of popularity associated with different types of rebel governance. This
conceptualization of governance more closely reflects the dynamics
associated with Raqqa. The FSA’s governance was less intensive and less
extensive and avoided political and economic costs (strategy 1). By
contrast, both the SDF and the Islamic State undertook more intensive
and more extensive governance and both organizations faced civilian
resistance – if not violence – to their rule in rebel-held territories (strategy
3). In the next section, I present a theory that explains variation in why
these three organizations adopted the governance strategies they did and
identifies variation in the transformativity of rebels’ long-term goals as
the central causal factor for this variation.

MORE EXTENSIVELESS EXTENSIVE

LESS INTENSIVE

Null set

MORE INTENSIVE

Strategy 3: 
Potentially more 

burdensome/costly 

Strategy 2: 
Potentially 
moderately 

burdensome/costly 

Strategy 1: 
Potentially less 

burdensome/costly 

Figure 1.1 Governance strategies.

12 Introduction

Source: Stewart 2021.

Answer: it is the extensiveness factor, the two highest levels in the two-way
table occur when this factor is high which makes it more important than the
column, intensiveness, factor.
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Large-N Qualitative Analysis (LNQA)

1. A key issue in case study research is choosing cases in the context of con-
cerns about generalization. Discuss Alter’s rationale for choosing cases given
her concern over generalizing beyond northern international courts. Would
LNQA be applicable here, if so how?

Although there aremany European cases one could examine, only three of
the eighteen case studies in this book focus on European legal institutions
because I want to show that the new terrain of international law exists
beyond Europe. Because I prefer less likely cases, I focus on human rights
courts fromLatinAmerica andAfrica, and caseswhere ICswith economic
subject matter jurisdiction end up speaking to human rights issues, rather
than a case study involving the European Court of Human Rights. (Alter
2014, 25)

2. Simmons and Smith (2021) and contributors to the anthology discussed the
concept of “noncontrolled comparison.” The authors and contributors typ-
ically are working from an interpretivist framework. Discuss the extent to
which LNQA would also count as a noncontrolled comparison. See a related
question in the concept section, page 66.
Answer: LNQA is certainly a noncontrolled methodology. Whether it counts
as a comparison is debatable since the within case analyses are conducted
without explicit comparison to other cases.

3. In a very interesting comparative study Barany (2016) explores the role of
the military when faced with revolutionary movements both violent and
nonviolent. He claims that the support of themilitary is a necessary condition,
Y generalization, for success in the third chapter but does not specifically
address that in the empirical data analysis across the 11 cases. To what extent
does his empirical analysis support this general claim?

No institution matters more to a states survival than its military, and no
major uprising within a state can succeed without the support or at least
the acquiescence of the armed forces. This is not to say that the armys
backing is sufficient to make a successful revolution; indeed, revolutions
require so many political, social, and economic forces to line up just right,
and at just the right moment, that revolutions rarely succeed. But support
from a preponderance of the armed forces is a necessary condition for
revolutionary success. I make two central arguments. The first is that the
response of the regimes regular armed forces to an uprising is critical to the success
or failure of that uprising. . . . . In sum, though the outcome of a rebellion is
nearly always determined by the states coercive agencies—whether they
defend the state or support the rebels—few writers on revolutions give
the military its due and treat its part in this or that revolution with the
attention and sensitivity to nuance it deserves. (Barany 2016, 5, 8)
For easy reference, I have compiled two comprehensive tables to demon-
strate the comparative weight of each independent variable as they relate
to the eleven case studies, and the relative difficulty of predicting the
generals responses to revolutions. The values assigned to the individual
factors are the inductive result of the case studies. Obviously, the deeper
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our knowledge about a particular case, the less arbitrary these values will
be, but, ultimately, they remain debatable or, put differently, falsifiable.
(Barany 2016, 165, systematic within-case causal inferences for a bunch
of independent variables; "Top six factors are in bold. Scale (06): 0 =
irrelevant, not a factor 1 = of trivial importance 2 = of little importance 3 =
somewhat important 4 = quite important 5 = very important 6 = critical,
decisive") (Barany 2016, 265)

4. Roterg (2017) provides a nice example of a research project that has strong
connections with LNQA. Discuss how he moves to the tails to choose his
cases. How does he conduct a set of basically Y generalization analyses? For
example,

The sixth chapter of thebookexamines the fortunes of thefivenation-states
that showed the largest scoring gains in reducing corruption between 2004
and 2014. It explains how they changed fromhorribly corrupt tomarkedly
less corrupt over that decade, according to the Corruption Perceptions
Index and the World Bank’s Control of Corruption indicator. This “most
improved” cohort includes Georgia, Liberia, Rwanda, Macedonia, and
Montenegro. (Rotberg 2017, 13)

The Gift of Political Will and Leadership Prior chapters assert that ex-
ertions of political will—the leadership factor—are necessary (but not
always sufficient) to curb corruption within nation-states. Developing
states (and the Nordic and Antipodean exceptions) that successfully de-
stroyed the incubus of corruptionwithin their borders are (orwere) run by
strong leaders determined to prevent their governmental colleagues from
abusing political or bureaucratic power for private gain. They dramati-
cally altered their countries’ inherited political cultures so as to eliminate
rent seeking, contract fiddling, and influence peddling. In every case,
those leaders are acting (or did act) not because of moral scruples but
primarily because they fully understand how corrupt behavior destroys
developmental prospects, envelops their nascent nations in a moral haze
antithetical to economic growth and social betterment, and undermines a
regime’s (and their own) legitimacy. (Rotberg 2017, 223)

5. Discuss the extent to which Dunning (2008) constitutes a partial LNQA. Is he
looking for X generalizations or Y generalizations. What would constitute
the scope of analysis for doing all cases? Explain why the number of cases
cannot be too large and hence a possible LNQA.

It therefore makes sense to select cases for which values on key indepen-
dent variables predict a relatively democratic effect of resource rents. . . .
As just discussed, two such independent variables emerged in the theoret-
ical and empirical analyses of previous chapters as central: the extent of
resource dependence and the degree of inequality in non-resource sectors
of the economy. In particular, the previous analysis suggests the value
of selecting for intensive case-study analysis those resource-rich rentier
states in which resource dependence is low and private, non-resource in-
equality is high. In this chapter, I conduct an in-depth analysis of historical
and contemporary evidence from Venezuela, where I conducted the most
extensive fieldwork; in Chapter Six, I develop complementary analyses
of Chile, Bolivia, Ecuador, and Botswana. These cases offer several ad-
vantages for my purposes. First and most important, all are resource-rich
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rentier states and meet the two key conditions of relatively low resource
dependence and relatively high private, non-resource inequality. . . . In
the next chapter, I extend the purview beyond the Latin American con-
text, discussing case-study evidence from Botswana; in the conclusion, I
discuss comparative issues further. (Dunning 2008, 150)

Answer:
It is an X generalization: if resource dependence is low =1 AND high inequal-
ity in non-resource sectors = 1 then democracy. Scope is resource-rich rentier
states. Hence the N for this X generalization cannot be large.

Generalization, external validity, scope, etc.

6. A key issue in case study research is choosing cases in the context of con-
cerns about generalization. Discuss Alter’s rationale for choosing cases given
her concern over generalizing beyond northern international courts. Would
LNQA be applicable here, if so how?

Although there aremany European cases one could examine, only three of
the eighteen case studies in this book focus on European legal institutions
because I want to show that the new terrain of international law exists
beyond Europe. Because I prefer less likely cases, I focus on human rights
courts fromLatinAmerica andAfrica, and caseswhere ICswith economic
subject matter jurisdiction end up speaking to human rights issues, rather
than a case study involving the European Court of Human Rights. (Alter
2014, 25)

7. Often one claims that case studies should be representative of the population
(e.g., Gerring 2006). Discuss what might constitute a “ representative” case.
Is that what Gavin is choosing? Discuss his view of generalizing from case
studies.

As a historian interested in these questions, my way of assessing Sechser,
Furhmann, and Kroenig’s arguments is straight-forward. I would iden-
tify the most important example where these issues are engaged, look at
the primary documents, see how the authors ‘coded crucial variables and
determine how good a job their analysis does in helping us understand
both the specific crisis itself and the larger issues driving nuclear dynam-
ics. Political scientists might describe this as running both a ‘strong’ and
a ‘critical’ test; in other words, if the authors’ theories don’t fully explain the
outcomes and causal mechanisms in the most important and most representative
case, how useful are the findings in explaining the broader issues? Is there
such a case? Is there such a case? In a speech on November 10th, 1958,
Soviet Premier Nikita Khrushchev demanded the Western powers – the
United States, Great Britain, and France – remove their military forces
from West Berlin within six months. This ultimatum was the start of a
tense, four-year period that many believe brought the world closer to ther-
monuclear war than any time before or since, culminating in the Cuban
Missile Crisis of October 1962. According to a leading historian of post-
war international politics, “(T)he great Berlin crisis of 1958 to 1962” was
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“the central episode of the Cold War.”16 And as McGeorge Bundy states,
“there were more than four years of political tension over the future of
Berlin. . . . Khrushchev’s Berlin crisis gives us what is otherwise missing
in the nuclear age: a genuine nuclear confrontation in Europe.” . . . Most
importantly, I would want to be convinced that the causal mechanisms
identified by the authors did in fact drive the origins, development, and
outcome of this crisis. . . . And if these models can’t tell us anything about
arguably themost important and consequential nuclear standoff inhistory,
should I take comfort that it apparently can explain why the U.S. success-
fully restored Jean-Bertrand Aristide in 1994 or “won” in Nicaragua in
1984? Or look at the 1983 ‘Able Archer’ affair, perhaps the most recent
case where the risk of thermonuclear was possible (if highly unlikely).
(Gavin 2014, 16, 24 emphasis is mine)

8. Discuss the claim below. Is it true that matched cases are more representative
of the population than unmatched cases? What is the implied definition of
“representative” in his argument? What about scenarios where there are
many more unmatched cases that matched ones? What if the data are highly
skewed (as much social science data are)?

And since treated cases are dropped from the dataset if no appropriate
matches are found, it ensures that selected cases are more representative
of average belligerents and wars than if outliers with few or no matches
were chosen. (Lyall 2020, 32)

9. The notion of “conceptual replication” is wide-spread in psychology. In fact,
conceptual replication is in fact theoretical generalization. Discuss the merits
of this notion. Chambers provides an example of someone who thinks it is a
bad idea because it is not actual replication of the original experiment.

Althoughusedwidely in psychology, the term conceptual replication does
not feature in the scientific method of other disciplines. In fact, the term
itself is misleading because conceptual replications dont actually replicate
previous experiments; they instead assume (rather than test) the truth
of the findings revealed in those experiments, infer the underlying cause,
and then seek converging evidence for that inferred cause using an entirely
different experimental procedure. Viewed within the framework of the
HD scientific method, this process can be thought of as extrapolating
from a body of findings to refine theory and generate new hypotheses (see
figure 3.1). As important as this step is, it dependsfirst and foremost on the
reliability of the underlying evidence base. To rely solely on extrapolation
at the expense of direct replication is to build a house on sand. (Chambers
2017, 49)

10. Sechser and Fuhrmann 2017 is an excellent example of large-N qualitative
analysis. Discuss their use of case studies first the (1,1) cases then the set of
cases that potentially falsify their theory:

The previous chapter analyzed clear failures of nuclear coercion. We
showed that in six serious nuclear crises, and three less severe cases,
countries failed to coerce their adversaries despite engaging in nuclear
brinkmanship. In this chapter, we turn our attention to cases in which
nuclear blackmail seemingly worked. These crises are apparent outliers
for nuclear skepticism theory and fertile ground for evidence in support
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of the nuclear coercionist school. Indeed, the leaders involved in these
episodes – as well as many scholars who have studied them – asserted
that nuclear weapons were useful for military blackmail. . . . We critically
assess ten crises that arewidely regarded as successful instances of nuclear
coercion, focusing our attention on the seven most serious cases. None of
these crises provides unequivocal evidence that nuclear coercion works.
In each instance, at least one of three factors mitigates the conclusion that
a nuclear threat resulted in a coercive victory. First, factors other than
nuclear weapons often played a significant role in states’ decisions to back
down. Second, on close inspection, some crisis outcomes were not truly
“victories” for the coercer. Third, when nuclear weapons have helped
countries in crises, they have aided in deterrence rather than coercion.
(Sechser and Fuhrmann 2017, 172–73)

11. A key issue inmany experiments is extrapolation to the population of interest.
Discuss Lupton’s discussion of these issues:

Furthermore, our theories about how people think should be broadly ap-
plicable across individuals fromavarietyof backgrounds. Researchers can
also employ sample populations that mirror the demographics of policy-
makers in certain ways. The samples I use skewmale, as do world leaders
more generally, and are rather highly educated (with almost 90 percent
of participants in my surveys having some form of a college education-
compared with 80 percent of world leaders). The majority of participants
in my study are also interested in international affairs and international
events. While I do not claim that my sample populations perfectly repre-
sent the demographics of policymakers, the participants in my study are
not as uneducated or uninterested in politics as one might initially think.
Moreover, I randomly assign participants to different treatment groups,
which helps address the issue of external validity. (Lupton 2019, 52)

12. Concept generalization across groups is a core methodological issue. Discuss
the sense of “meaning” in the abstract and how it relates to generalization of
a concept across groups.

Measurement invariance assesses the (psychometric) equivalence of a con-
struct across groups or measurement occasions and demonstrates that a
construct has the same meaning to those groups or across repeated mea-
surements. . . . Appropriate andproper comparisonof a construct between
groups or across times, therefore, depends first on ensuring equivalence
ofmeaning of the construct. The untoward consequences ofmeasurement
noninvariance can be readily illustrated in the study of depression in men
and women. Suppose frequency of crying, weight gain, and feelings of
hopelessness are indicative of the severity of depression in women, but
only feelings of hopelessness are indicative of the severity of depression
in men. If the three indicators are combined into a scale to compare de-
pression in women and men, mean differences on the scale may mislead
because crying and weight gain have little relation to depression in men.
In this example, menmay score lower thanwomen on the depression scale
because they cry less and gain less weight. (Putnick and Bornstein 2016,
71)

13. Discuss case selection in Stasavage’s influential book Public debt and the birth
of the democratic state France and Great Britain, 16881789. Clearly he is using the
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very popular paired comparison, in terms the causal mechanism book a (0,0)
case compared to a (1,1) case. There are lots of nondemocracies in this. Why
choose France? What about choosing more (1,1) cases to generalize?

Representative political institutions may improve a government’s abil-
ity to make credible commitments through several different mechanisms.
This chapter has used a formal model of legislative bargaining to provide
support for my three main arguments. I first demonstrated that if capi-
tal owners are in the minority, then party formation can lead to credible
commitment, but only if players bargain over multiple issues. In addition,
one can expect the perceived credibility of taxation or borrowing to vary
according to the partisan composition of government. Both of these ob-
servable implications will be considered in detail in subsequent chapters.
I next showed that constitutional checks and balances will have little effect
on credibility unless there is some mechanism ensuring that capital own-
ers control a veto point. This helps support the argument that multiple
veto points may in many cases be insufficient to ensure credible commit-
ment. Finally, I developed my argument about bureaucratic delegation,
suggesting that it will improve credibility only if capital owners have the
political authority to block any attempt to override bureaucratic decisions.
This too is an empirical prediction that is considered in subsequent chap-
ters. (Stasavage 2003, 49–50)

14. Large-N qualitative analysis can become particularly attractive when there
is an interaction term and events that are quite rare for both parts of the
interaction. Analyze how this might be possible following hypothesis:

Hypothesis: Salient territorial threats make mass killing more likely to
occur only when leaders espouse exclusionary ideologies. Otherwise,
territorial threats have no effect on mass killing. (Hong and Kim 2019,
355)

15. Discuss Alter’s rationale for her generalization case studies: “Although there
are many European cases one could examine, only three of the eighteen case
studies in this book focus on European legal institutions because I want to
show that the new terrain of international law exists beyond Europe. Because
I prefer less likely cases, I focus on human rights courts from Latin America
and Africa, and cases where ICs with economic subject matter jurisdiction
end up speaking to human rights issues, rather than a case study involving
the European Court of Human Rights.” (Alter 2014, 25)

16. Shannon 2009 is a case study of the US invasion of Panama in 1989. If one
were to do a large-N qualitative analysis starting from this article what would
be the basic case selection criteria using figure 2. Should you consider case
selection further down the tree? Why is that important?
Answer:
The top of the decision tree is those leaders who are motivated to violate the
norm. These are the cases where we can see the norm potentially in action.

17. King and Zeng (2007) have presented a large-N argument about counterfactu-
als. Basically the article deals with the perils of extrapolation and a technique
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for deciding when a counterfactual is an extrapolation outside the data. Ba-
sically, counterfactuals within the data are more reliable than extrapolations
outside it: a bit of conventional wisdom. One conclusion from this method-
ology is that one should collect more data to increase the region covered by
the data; a conclusion not too surprising from a statistical methods point of
view. Use the Possibility Principle cube to think about these issues.
(1) It is quite possible for counterfactuals within the boundaries of the data to
be quite distant from actual data points. Illustrate this in the cube.
(2) Use the cube to show how counterfactuals outside the data might be closer
to actual data points than points in the data cube.
(3) Use the democracy andwar literature to illustrate how interpolationmight
be more problematic than extrapolation.
(4) Applying the Possibility Principle principle usually means reducing the
size of the sample space, while King and Zeng implicitly argue for increasing
it. However, both argue that causal or counterfactuals are best made with
contrasting cases that are “close” to each other. Discuss.
Answer:
For (1) and (2) put points at the corners, and a few outside the corners and
leave the middle of the cube empty.
The democratic peace literature is paralleled by a small “autocratic” peace
literature. But there is a fair amount of evidence that hybrid or transitional
regimes are more war prone. Hence interpolation of causal effects may not
work in this case. Also, extrapolation to higher quality democracy is probably
going to be more valid than interpolation to gray zone democracies.
For (4) the key issue hidden by the King and Zeng article is that one wants
to make contrasts with cases that are nearby. Data in the convex hull may be
more distant thandata outside it. The Possibility Principle says that increasing
the convex hull may be counter-productive if the contrasting cases are too far
away.

18. Large-N qualitative testing works when there are few cases in the (1,1) cell.
One generic situation where this can occur (illustrated by the Mansfield and
Synder example in Goertz 2017) is an interaction term where already one or
both of the terms is relatively rare. For international conflict scholars this can
occur when joint democracy is interacted with virtually any other variable.
Discuss this, for example, in Ghatak et al. 2017 who interact joint democracy
with territorial conflict.

19. Fearon and Laitin in their oft-cited work (2003) on civil war (in)famously
include a variable on amount ofmountainous terrain (see Collier andHoeffler
2004). This is controversial in terms of causal inference because it essentially
does not vary within countries. Influential causal inference scholars deny
causal status to variables which cannot be manipulated. Discuss how one
use large-N qualitative case studies to explore the causal mechanism linking
mountainous terrain to civil war. Can this illustrate how a constant can be
part of a causal mechanism?
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20. The medium-N paradigm means in this context exploring cases in border
areas of the (1,1) zone as secondary case studies. For the democratic peace this
would be borderline democracies or borderline peace (in the joint democracy
is sufficient for peace version of the democratic peace). An interesting exercise
to see what the cases scholars have used when critiquing of the democratic
peace, e.g., Elman (1997) or Rosato (2003).

21. Large-N qualitative testing. Analyze this example of large-N qualitative test-
ing.

In the replicated version of Schultz’s data set, there are 147 democratic
victories—that is, unreciprocatedMIDs initiated by democracies. Of these
episodes, Table 2 lists the twenty-five most influential cases as measured
by thedfbeta statistic, which reports the change in the coefficient of interest
when an individual case is excluded from the regression. These twenty-
five cases—roughly 2 percent of the overall data set—exert the greatest
downward impact on the democratic initiator variable, in effect doing
the most work to confirm the predictions of the democratic credibility
hypothesis. The empirical analysis in Democracy and Coercive Diplomacy
relied on the MID data set because, according to the study, the data set is
composed of “cases inwhich states used threats of force, regardless of how
prominent or how severe the ensuing crisis eventually became.” If true,
the data set would indeed be useful for testing the democratic credibility
hypothesis, because the theory aims to explain the success and failure
of militarized threats. However, this characterization of the MID data
set is largely incorrect. Our research indicates that none of the twenty-
five most influential democratic victories in our replication of Schultz’s
analysis represents an actual threat made by a democracy. In fact, as Table
2 reports, eight of the twenty-five cases appear to involve no militarized
dispute at all. The remaining cases entail unilateral raids, skirmishes, or
border violations (twelve cases!, troop movements or exercises without a
coercive demand (two cases), and encounters with fishing boats or other
civilian vessels (three cases!. Because these cases do not involve coercive
threats, they do not belong in an empirical test of democratic credibility
theory. (Downes and Sechser 2012, 468)

22. Large-Nqualitative testing andmultimethod researchmoregenerally involves
looking for evidence of the causal mechanism in cases. Discuss Simmons and
Danner (2011, 235) where the number of (1,1) cases is manageable, but they
cannot find much qualitative evidence. Does that invalidate the statistical
analysis?

23. Copeland in his analysis of causal importance of economic interdependence
and future expectations looks all cases of major power crisis and war: “In this
book, I look at the onset of essentially all the significant great power crises
and wars from 1790 to 1991” (2015, 76). In the context of large-N qualitative
testing, discuss the advantages and disadvantages of this Y-centric approach.
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Process tracing, within case causal inference, counterfac-
tuals

24. Bove and Nisticó (2014)use a relatively newmethodology called the synthetic
control methodology which has generated much interest. The title of their
article is “Coups d’état and defense spending: a counterfactual analysis.” Are
they actually doing a counterfactual in the traditional sense?
Answer: As the name indicates the methodology generates a control com-
parison observation. One constructs a control group to compare with their
military coup cases. A comparison of treatment and control is not obviously
a counterfactual in the classic sense of the term.

25. It is not uncommon to confuse necessary condition counterfactuals with suffi-
cient condition ones. See Fenoaltea (1973) for a beautiful discussion of this in
the context of economic history. Fischer’s classic book (1970) also deals with
this. Discuss Fisher’s examples.

One common form of the reductive fallacy is the confusion of necessary
with sufficient cause – the confusion of a causal componentwithoutwhich
an effect will not occur, with all the other causal components which are
required tomake it occur. This sort of error appears in causal explanations
which are constructed like a single chain and stretched taut across a vast
chasm of complexity. The classic example is the legendary battle that
was lost for the want of a horseshoe nail; for the the want of a nail the
shoe was lost, for the want of a shoe the horse was lost, for the want of
a horse the rider was lost, for the want of a rider the message was lost,
for the want of the message the regiment was lost, and for the want of a
regiment the battle was lost. (Fischer 1970, 172; he then goes on to use
the classic example of the battle of Antietam for which the accident loss
of confederate orders to the North was a key factor in the North’s victory)

26. A key question in the causal analysis of individual cases is the relationship
between temporal distance and causal importance. Should events or factors
closer to the event to be explained receive greater or less causal importance.
Analyze the quote below from Gerring (2005) who argues for increasing im-
pact as temporal distance increases in the causal chain. Does itmatterwhether
the cause is a necessary or sufficient condition?

Consider the following path diagram. X1 ⇒ X2 ⇒ X3 ⇒ X4 ⇒ Y We are
apt to consider X1 to be the cause and causal factors X2 −X4 intermediate
(and less important) causes, all other things being equal. Of course, all
other things are rarely equal. We are likely to lose causal power (accuracy
and completeness) as we move further away from the outcome. Yet, if
we did not – e.g. if the correlations in this imaginary path diagram were
perfect – we would rightly grant priority to X1. Causes lying close to an
effect are not satisfying as causes, precisely because of their proximity.
Rather, we search for causes that are ‘ultimate’ or ‘fundamental’.
Consider a quotidian example. To say that an accidentwas caused because
A ran into B is not to say much that is useful about this event. Indeed,
this sort of statement is probably better classified as descriptive, rather
than explanatory. An X gains causal status as it moves back further in
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time from the event in question. If, to continue with this story, I claim
that the accident was caused by the case of beer consumed by A earlier
that evening, I have offered a cause that has greater priority and is, on
this account at least, a better explanation. If I can show that the accident
in question was actually a re-enactment of a childhood accident that A
experienced 20 years ago, then I have offered an even more interesting
explanation. Similarly, to say that the Civil War was caused by the attack
on Fort Sumter, or that the First World War was caused by the assassina-
tion of the Archduke Francis Ferdinand at Sarajevo, is to make a causal
argument that is almost trivial by virtue of its lack of priority. It does not
illumine very much, except perhaps the mechanism that might be at work
vis-a-vis some prior cause.
The further away we can get from the outcome in question, the more
satisfying (ceteris paribus) our explanation will be. This explains much of
the excitement when social scientists find ‘structural’ variables that seem
to impact public policy or political behavior. It is not that they offer more
complete or more accurate explanations; indeed, the correlations between
X and Y are apt to be much weaker. It is not that they are more relevant;
indeed, they are less relevant for most policy purposes, since they are
apt to be least amenable to change. Priority often imposes costs on other
criterial dimensions. Yet, such explanations will be better insofar as they
offer us more power, more leverage on the topic. They are non-obvious.
(Gerring 2005: 174–5)

27. There is significant debate about path dependency, historical contingency and
the like. Explain why the “for example counterfactual” is different than the
historical contingency definition preceding it.

By historical contingency we mean chance-influenced events with sub-
stantial long-term effects, that is, events which clearly take history down
a different path than it otherwise would have followed. . . . For example,
had Empress Elizabeth died a month later, Prussia might have lost the
Seven Years War. The chance event caused a different path to be taken.
(Bendor and Shapiro 2019, 131)

28. Discuss the validity and methodology of a core counterfactual from Sim-
mons’s very influential book on human rights:

No available secondary source account argues that Japan would have
passed legislation to address some of the most egregious aspects of dis-
crimination againstwomen in employment had not the question of Japan’s
position on the CEDAW come up. Clearly, this was a case in which an ex-
ternally negotiated agreement changed the country’s legislative agenda,
placing issues of women’s equality much higher on the list of legislative
priorities than would have existed had Japan not been faced with the is-
sue of what to do about the CEDAW. To be sure, women’s equality had
its domestic supporters, but they were clearly in a minority and some-
what isolated politically and bureaucratically. They were hardly a match
for Japan’s powerful business interests that wanted to maintain the status
quo. Second, the existence of the CEDAW increased the size of the coali-
tion that was to support the EEOL. The Ministry of Foreign Affairs, for
example, would not normallyweigh in on domestic legislation on equality
in women’s employment, but they did in this case because they wanted
Japan on board with this major UN initiative. (Simmons 2009, 240)
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29. Discuss the “light-switch” analogy as away to think about process tracing and
equifinality. The basic analogy is that the light-switch is on and the light is
on (essentially the (1,1) cases). Discuss process tracing as following electricity
through various junction boxes to the light bulb. Equifinality lies in the fact
that there might be multiple switches that can possibly control the same light.
Discuss what would be the analogy in case study work of “turning on or
off” the switch (within cases or between cases). What about counterfactuals?
(Thanks to Mike Desch for suggesting this analogy)

30. In the literature on within-case causal inference researchers often talk about
hoop tests and smoking gun tests in terms of “certainty” and “uniqueness”:
“The first dimension is called certitude or certainty and captures how likely it
is to confirm a specific observable implication in process tracing. The second
dimension is called uniqueness and asks whether an observable implication
can be derived from a single or multiple hypotheses” (Rohlfing 2014 table 1).
Rohlfing goes on to claim: “A hoop test is characterized by high certainty and
no uniqueness.” (Rohlfing 2014, 612) Describe a situation where a hoop test
has a high degree of uniqueness.
Answer:
As the hoop test gets closer to being a sufficient condition, its uniqueness
increases, i.e., when the hoop is very small.

31. Use the democratic peace to propose a specific counterfactual so that World
War I does not occur.

32. Discuss the following claim by one of the most prominent historians today.
Does it invoke a necessary or sufficient condition claim? Do a counterfactual
analysis of it.

The argument that British intervention in the war was made inevitable
by the violation of Belgian neutrality has been repeated by historians ever
since [Lloyd George]. (Ferguson 1999a: 231)

33. The confusion of necessary with sufficient conditions also arises when defin-
ing what “cause” means. Explain how this works in Wendt’s analysis of
cause:

In saying that ‘X causes Y’ we assume that: (1) X and Y exist independent
of each other, (2) X precedes Y temporally, and (3) but for X, Y would
not have occurred. . . . The logical empiricist model of causal explanation,
usually called the deductive-nomological model or D-N model, is rooted
inDavidHume’s seminal discussion of causality. Hume argued thatwhen
we see putative causes followed by effects, i.e., when we have met condi-
tions (1) and (2), all we can be certain about is that they stand in relations
of constant conjunction. The actual mechanism by which X causes Y is
not observable (and thus uncertain), and appeal to it is therefore epistem-
ically illegitimate. Even if there is necessity in nature, we cannot know
it. How then to satisfy the third, counterfactual condition for causality,
which implies necessity? (Wendt 1999: 79)
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34. Quite a few different terms are often used to distinguish between differ-
ent kinds of causes, e.g., “contributory cause,” “remote cause,” “interven-
ing/mediating cause.” Use Russett’s very interesting analysis of World War I
(1962) – inparticular Fay’s account – todiscusswhat these kindsof causemean.
See also Fischer’s classic book (1970) which talks about eight kinds of cause:
(1) all antecedents, (2) regularistic antecedents, (3) controllable antecedents,
(4) rational and/or motivational antecedents, (5) abnormal antecedents, (6)
structural antecedents, (7) contingent-series antecedents, (8) precipitant an-
tecedents.

35. Brooks and Wohlforth argue for a probabilistic interpretation of their causal
claims in their response to English. For the philosophically inclined, there
is a major debate in philosophy about the “sense” that probably statements
have for individual cases. Many argue that probability statements only make
sense in over repeated events. This is called the “frequentist” position, e.g.,
“Our probability theory has nothing to do with questions such as: ‘is there
a probability of Germany being at some time in the future involved in a war
with Liberia.’ . . . probability when it refers to a single event has no meaning
at all for us” (von Mises 1957, 9, 11).

36. Van Evera’s well-known article (1984) on World War I argues that the “cult
of the offensive” was an important cause of the war. Find three key counter-
factuals in that article that imply necessary condition hypotheses. One of the
three should involve the “window of opportunity” idea.

37. What is the logical form of the hypothesis that U.S. military pressure would
put such a strain on the Soviet Union “that the Soviet leadership would have
little choice but to make substantial concessions on arms control” (Gaddis
1989, 13)?

38. Many historians feel that events like World War I were “over-determined.”
Explain why this would generally lead them to discount necessary condition
counterfactuals, e.g., “The fact that so many plausible explanations for the
outbreak of thewar [WorldWar I] have been advanced over the years indicates
on the onehand that itwasmassively overdetermined, andon the other that no
effort to analyze the causal factors involved can ever fully succeed” (Schroeder
1972, 320).

39. Define the contrapositive: (1) starting with necessary conditions, (2) starting
with sufficient conditions, (3) with multiple necessary conditions, (4) with
multiple sufficient conditions.

40. The Schroeder chapter in theGoertz and Levy anthology is a brilliant example
of how one can use the contrapositive to make a very provocative claim. (1)
Explain what he did. (2) Do the same thing with a causal claim about the end
of the Cold War.

41. The following quote summarizes the argument of Sagan (1986) on the causes
of World War I:
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Sir Edward Grey’s failure to present a clear and credible threat of British
intervention early in the July crisis and the specific preemptive aspects of
Germany’s offensive war plans caused by the slow Russian mobilization
and the Liege bottleneck are linked together as an immediate cause of the
First World War. (Sagan 1986: 168; this is key thesis of whole article).

In the conclusions Sagan proposes the following counterfactual which is po-
tentially logically inconsistent with the basic theory given above. What is that
potential logical inconsistency? Can you give an interpretation which makes
everything consistent?

If Grey had given a clear warning earlier, if the Czar had further delayed
Russian mobilization against Austria and then Germany, and if the Ger-
man offensive war plans had not been able to depend upon a preemptive
coup de main against Liege and the decisive battle in France before Russian
mobilization was completed in the East, then it is possible, just possi-
ble, that Bethmann-Hollweg would have had the time and the courage
necessary to apply sufficient pressure on Vienna to accept the “Halt in
Belgrade.” And if this had occurred, 1914 might today appear as only
another one of a series of Balkan crises that almost led to a world war.
(Sagan 1986, 169).

42. A key question in the causal analysis of individual cases is the relationship
between temporal distance and causal importance. Should events or factors
closer to the event to be explained receive greater or less causal importance.
Analyze the quote below from Gerring (2005) who argues for increasing im-
pact as temporal distance increases in the causal chain. Does itmatterwhether
the cause is a necessary or sufficient condition?

Consider the following path diagram. X1 ⇒ X2 ⇒ X3 ⇒ X4 ⇒ Y We are
apt to consider X1 to be the cause and causal factors X2 −X4 intermediate
(and less important) causes, all other things being equal. Of course, all
other things are rarely equal. We are likely to lose causal power (accuracy
and completeness) as we move further away from the outcome. Yet, if
we did not – e.g. if the correlations in this imaginary path diagram were
perfect – we would rightly grant priority to X1. Causes lying close to an
effect are not satisfying as causes, precisely because of their proximity.
Rather, we search for causes that are ‘ultimate’ or ‘fundamental’.
Consider a quotidian example. To say that an accidentwas caused because
A ran into B is not to say much that is useful about this event. Indeed,
this sort of statement is probably better classified as descriptive, rather
than explanatory. An X gains causal status as it moves back further in
time from the event in question. If, to continue with this story, I claim
that the accident was caused by the case of beer consumed by A earlier
that evening, I have offered a cause that has greater priority and is, on
this account at least, a better explanation. If I can show that the accident
in question was actually a re-enactment of a childhood accident that A
experienced 20 years ago, then I have offered an even more interesting
explanation. Similarly, to say that the Civil War was caused by the attack
on Fort Sumter, or that the First World War was caused by the assassina-
tion of the Archduke Francis Ferdinand at Sarajevo, is to make a causal
argument that is almost trivial by virtue of its lack of priority. It does not
illumine very much, except perhaps the mechanism that might be at work
vis-a-vis some prior cause.
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The further away we can get from the outcome in question, the more
satisfying (ceteris paribus) our explanation will be. This explains much of
the excitement when social scientists find ‘structural’ variables that seem
to impact public policy or political behavior. It is not that they offer more
complete or more accurate explanations; indeed, the correlations between
X and Y are apt to be much weaker. It is not that they are more relevant;
indeed, they are less relevant for most policy purposes, since they are
apt to be least amenable to change. Priority often imposes costs on other
criterial dimensions. Yet, such explanations will be better insofar as they
offer us more power, more leverage on the topic. They are non-obvious.
(Gerring 2005: 174–5)

43. The following is a well-known nursery verse that describes King Richard III’s
fall from power. Analyze the temporal distance causal claims embedded in it.

For want of a nail the shoe was lost,
For want of a shoe the horse was lost,
For want of a horse the rider was lost,
For want of a rider the battle was lost,
For want of a battle the kingdom was lost,
And all for the want of a horseshoe nail.

Answer:
Fischer’s classic book on historical explanation (1970) discusses this example.
See Lowe (1980) for a more technical philosophical analysis that focuses on
counterfactuals and causal explanations.

44. United States law gives particular importance to the person or action that
was the last one which could have potentially avoided a bad event (e.g., car
accident). What does this mean about the relative causal importance of recent
or distant events.

45. How can you use the powder kegmodel to combine the arguments of English
and Brooks/Wohlforth debate about the end of the Cold War?
Answer:
Basically the Soviet decline is the powder keg which needs the spark of new
ideas and leadership. This idea is very common in the social constructivist
literature, e.g., “fire [powder keg]metaphor serves for the types of interactions
that we describe throughout this book. There must be an idea, advocates to
spread the idea, and a public ready to receive it” (Keck and Sikkink 1998: 46).

46. A key issue in the concept of a turning point revolves around whether a
turning point should be defined in terms of points in history where things
changed or should also include “potential” turning points but where things
did not change. For example, Herrmann and Lebow do not include poten-
tial turn points in their definition: “We define a turning point in terms of
two properties. First, it must be a change of significant magnitude, not an
incremental adjustment but a substantial departure from previous practice.
Second, it must be a change that would be difficult to undo” (Herrmann and
Lebow 2004). Discuss the following example from A.J.P. Taylor regarding a
turning point in German history where Germany did not turn:
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1848 was the decisive year of German, and so of European, history: it
recapitulated Germany’s past and anticipated Germany’s future. Echoes
of theHoly RomanEmpiremerged into a prelude of theNazi ‘NewOrder’;
the doctrines of Rousseau and the doctrines of Marx, the shade of Luther
and the shadow of Hitler, jostled each other in bewildering succession.
Never has there been a revolution so inspired by a limitless faith in the
power of ideas; never has a revolution so discredited the power of ideas
in its result. The success of the revolution discredited conservative ideas;
the failure of the revolution discredited liberal ideas. After it, nothing
remained but the idea of Force, and this idea stood at the helm ofGermany
history from then on. For the first time since 1521, the German people
stepped on to the centre of the German stage only to miss their cues once
more. German history reached its turning-point and failed to turn. This
was the fateful essence of 1848. (Taylor 1945: 68; for a different perspective
see Blackbourn and Eley 1984)

47. Use the idea of a window of opportunity to define all potential turning points.
What is the role of necessary versus sufficient conditions?

48. Many historians feel that the “Pleiku” analysis of World War I is basically
correct (i.e., that there were many Balkan crises and that one of them would
have sparked a world war). Some similar arguments have been made with
regard to the impact of the Versaille Treaty on the occurrence of WorldWar II,
that is made World War II very likely. What would be one counterfactual
argument that strongly contests such views? Are there parallels to the end of
the Cold War debate?
Answer:
One counterfactual would stress the absolutely central role of Hitler. For
example, Mueller has in several places used this idea. For example,

Thus it is simply not true that the seeds of another great war were planted
at the peace conference of 1919. In order to bring about another major war
it was necessary for Germany, first, to desire to expand into non-German
areas, second, to be willing to risk and threaten military action in order to
get these areas, and third, to be willing to pursue war when these desires
were opposed by other major countries. It seems to me that none of these
propositions – particularly the last two – were very popular in Hitler’s
Germany, that almost no one accepted all of them, and that only Hitler,
it appears, combined a fanatical acceptance of them with a maniacally
determined and effective capacity to carry them out. (Mueller 1991, 22,
see also Mueller 1989; Byman and Pollack 2001, 118)

49. Can you make counterfactual arguments about the role of key individual
decision-makers in the World War I case? End of Cold War?
Answer:
Obviously this is a question about which historians have debated for years.
Byman and Pollack sees German andAustrian leadership in these terms, “Ab-
sent the Iron Chancellor, it is hard to imagine a defeated Austria aligning
with Prussia after the humiliations of Sadowa and Königgrätz. Similarly, it is
equally hard to imagine a leader other than Wilhelm II repeatedly antagoniz-
ing Britain for so little purpose” (2001: 134).
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Brown argues for the essential role of Gorbachev by arguing against the
sufficiency of alternative explanations: “None of these interpretations [(1)
learning, (2) power, and (3) domestic political pressure] on its own provides
an adequate explanation of the changing Soviet political agenda in the second
half of the 1980s, although the first and the third – or a combination of the two
– have often been seen as sufficient by their proponents (p. 13) . . . It is tempting
to see Gorbachev as the handmaiden of history or the embodiment of social
forces which, if Gorbachev rather than Dmitry Ustinov had died in December
1984, would have brought forth an alternative leader in the mid-1980s whose
policies would have been broadly the same as Gorbachev’s producing similar
results. This, however, is a temptation that should be resisted, for it has got
little but a ‘retrospective determinism’ to commend it” (Brown 1996, 317).

50. Here are some claims that constitute core ideas of prominent work (both by
political scientists and historians) on World War I (I do not include those
defended in various chapters of the Goertz and Levy anthology). In all cases
these are central claimsmadeby the author(s). Thequotes beloware obviously
dramatic simplifications of complex arguments but they do capture the core
of the scholar’s argument and are useful for classroom discussion. Some are
expressed in necessary condition counterfactual terms. Others are not; for
these generate some necessary condition counterfactuals. More generally,
analyze the causal explanations in them. These can be used as the basis for
class discussion or additional reading.
Goemens:
I have to put the blame for four years of war and over ten million deaths
squarely on the shoulders of Germany’s regime. If Germany had not been a
semirepressive, moderately exclusionary regime, would the war have ended
sooner? Such counterfactual claims are notoriously hard to evaluate. . . . An
argument can nevertheless be made that a nonrepressive, nonexclusionary
Germany would have ended the war before 1918, with 1917 a likely termina-
tion year. (Goemans 2000, 314–15, in conclusions)
Ferguson:
Rather than joining the Allied war effect, he [Ferguson] said, Britain should
have maintained its neutrality and allowed the Germans to win a limited
Continental war against the French and the Germans. In that event, he pos-
tulated, Germany whose war aims in 1914 were relatively modest, would
have respected the territorial integrity of Belgium, France, and Holland and
settled for a German-led European federation. Had Britain “stood aside” he
continued, it is likely that the century would have been spared the Bolshevik
Revolution, the SecondWorldWar, andperhaps even theHolocaust. (Boynton
1999, 43; New Yorker piece on Ferguson’s book)
Geiss:
The events of July and early August 1914 cannot be properly understood
without a knowledge of the historical background provided by the preceding
decades of Imperialism. On the other hand, that background alone is not
sufficient to explain the outbreak of the First World War. Two general histor-
ical factors proved to be decisive, and both were fused by a third to produce
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the explosion known as the First World War. Imperialism, with Wilhelmine
Weltpolitik as its specifically German version, provided the general framework
and the basic tensions; the principle of national self-determination consti-
tuted, with its revolutionary potential, a permanent but latent threat to the
old dynastic empires and built-up tensions in south-east Europe. The deter-
mination of the German Empire – then the most powerful conservative force
in the world after Tsarist Russia – to uphold the conservative and monarchic
principles by any means against the rising flood of democracy, plus its Welt-
politikmade war inevitable. (Geiss 1984, 46; original is the introduction of his
book July 1914)
Taylor:
But therewas only onedecisionwhich turned the little Balkan conflict between
Austria-Hungary and Serbia into a European war. That was the German
decision to start generalmobilization on 31st July, and thatwas in turndecisive
because of the academic ingenuity with which Schlieffen, now in his grave,
had attempted to solve the problem of a two-front war. (Taylor 1969, 101)
Maier:
The irreversible momentum toward general war in 1914 is usually seen as a
result of three factors: the hopeless, long-term instability of the Habsburg
empire, the rigid structure of opposing alliances, and the inelectuable pull of
military preparations. (Maier 1988, 822)
Williamson:
Of all the central actors in 1914, Conrad alone could have – by saying no to
Berchtold or expressing hesitation to Franz Joseph or accepting some mod-
ified “Halt in Belgrade” – brought the crisis to a more peaceful conclusion.
(Williamson 1988, 815–16)
Van Evera:
The consequences of the cult of the offensive are illuminated by imagining
the politics of 1914 had European leaders recognized the actual power of the
defense. . . . Thus the logic that led Germany to provoke the 1914 crisis would
have been undermined, and the chain reaction by which the war spread out-
ward from the Balkans would have been very improbable. In all likelihood,
the Austro-Serbian conflict would have been a minor and soon-forgotten dis-
turbance on the periphery of European politics. (Van Evera 1984, 105)
Snyder:
These war plans and the offensive doctrines behind them were in themselves
an important and perhaps decisive cause of the war. (Snyder 1984, 108) In
short, the Europeanmilitaries cannot be blamed for the belligerent diplomacy
that set the ball rolling towardsWorldWar I. Once the process began, however,
their penchant for offense and their quickness to viewwar as inevitable created
a slide towards war that the diplomats did not foresee. (Snyder 1984, 138–39)
Trachtenberg:
If in 1914 everyone understood the system and knew, for example, that a
Russian orGermangeneralmobilizationwould lead towar, and if, in addition,
the political authorities were free agents – that is, if their handswere not being
forced by military imperatives, or by pressure from the generals – then the
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existence of the system of interlockingmobilization plans could hardly be said
in itself to have been a “cause” of war because, once it was set off, the time for
negotiation was cut short. But if the working of the systemwas understood in
advance, a decision for general mobilizationwas a decision for war; statesmen
would be opting for war with their eyes open. To argue that the system was,
in such a case, a “cause” of war makes about as much sense as saying that any
military operation which marked the effective beginning of hostilities . . . was
a real “cause” of an armed conflict (Trachtenberg 1990–91, 122)
Sagan:
If Grey had given a clear warning earlier, if the Czar had further delayed
Russian mobilization against Austria and then Germany, and if the German
offensive war plans had not been able to depend upon a preemptive coup
de main against Liege and the decisive battle in France before Russian mo-
bilization was completed in the East, then it is possible, just possible, that
Bethmann-Hollweg would have had the time and the courage necessary to
apply sufficient pressure on Vienna to accept the “Halt in Belgrade.” And if
this had occurred, 1914 might today appear as only another one of series of
Balkan crises that almost led to a world war. (Sagan 1986, 169)
Riker:
The process of confusion concerning the cause of α [World War I], which,
being ambiguous, cannot properly be said to have a cause, starts with the
assertion that the cause of B [the Austro-Serbian war] is the assassination
at Sarajevo, event D. It can perhaps be demonstrated by valid arguments –
or at least by arguments likely to be accepted by many historians – that the
assassination of Franz Ferdinand is a sufficient condition of theAustro-Serbian
war; and (somewhat dubiously, however) it can even be argued that it is was
a necessary condition. (Riker 1957, 63–64)

Causal issues, causal hypotheses, causal asymmetry, re-
search design, etc.

51. Pearl and McKenzie (2017) spend almost a whole chapter on causal inference
in the history of smoking and lung cancer. They note one of the earliest results,
and very striking results, which people of the time could not really wrap their
heads around:

Of course Hill knew that an RCT was impossible in this case, but he had
learned the advantages of comparing a treatment group to a control group.
So he proposed to compare patientswho had already been diagnosedwith
cancer to a control group of healthy volunteers. Each group’s members
were interviewed on their past behaviors and medical histories. To avoid
bias, the interviewerswere not toldwhohad cancer andwhowas a control.
The results of the study were shocking: out of 649 lung cancer patients
interviewed, all but two had been smokers. . . . The probability logic is
backward too. The data tell us the probability that a cancer patient is
a smoker instead of the probability that a smoker will get cancer. It is
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the latter probability that really matters to a person who wants to know
whether he should smoke or not. (Pearl and Mackenzie 2017, 192–93)

Why is their question about smoking-cancer framed in the wrong way given
these data?
Answer: Note that they say that the probabilities are backward which is
exactly the issue with necessary conditions and analytic induction. As in the
previous exercise, they are asking what is the probability that I will get lung
cancer if I smoke. This is the wrong question given the data in question.
As Pearl and MacKenzie note these data are not very useful in answering
the question “What is the probability that I will get lung cancer if I smoke.
However, if I want to avoid lung cancer the advice is clear and the data speak
directly to that. The question is “What is the probability I will not get lung
cancer if I do not smoke?” While there may be other contributing causes to
all the cases of lung cancer in 99 percent of cases smoking is part of the story
(an necessary condition).

52. Bernard andhis colleagues in their analyzing qualitative data textbookdiscuss
a technique known as analytic induction (Ragin has a book manuscript in
progress on this topic). Typically analytic induction is looking at all the
Y � 1 cases and then inductively trying to find a common cause. One of
the earliest and strongest critiques of this was that this procedure did not
allow one to “predict” outcomes. This meant that if one knew the common
cause one cannot predict the outcome in other cases. Discuss this issue in
terms of analytic induction finding necessary conditions and what one can
predict if one has a necessary condition. Also discuss extent to which these
authors when they talk about “prediction” are really asking about sufficient
conditions. If one has a sufficient condition for an outcome then one can
predict that it will occur when that sufficient condition occurs.

Cressey [a classic of analytic induction] could not predict, a priori—i.e.,
without data about actual embezzlerswhohadbeen arrested and jailed for
their crime—which bank workers would violate the trust of their employ-
ers. Manning could not predict, a priori, which pregnant women would
ultimately seek an abortion. And Zeoli et al. couldn’t predict whichmoth-
ers’ behavior would not confirm their expectations. . . . Analytic induction
fell out of favor after the 1950s because the method accounts for data
you’ve already collected but does not allow prediction about individual
cases. While it does not produce perfect knowledge for the prediction of
individual cases, it can do as well as statistical induction—the standard
in social science—in predicting the outcome in aggregates of cases, and it
does so with a relatively small number of cases. (Bernard et al. 2017, 563,
579)

53. Kacowicz claims that permissive or enabling conditions are not causes. But
how can that be if they have an effect on something? This is perhaps not an
uncommon point of view among social constructivists. What is his implicit
concept of “cause”?

I do not claim that international peace and globalization cause illicit
transnational flows, but rather that they are permissive conditions that
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enable their occurrence and proliferation. . . . We premise the occurrence
andproliferation of illicit transnational flows across peaceful borders upon
two permissive conditions: the preexistence of international peace and the
impact of globalization. . . . The implied logic here is that we expect more
illicit transnational activities to take place under conditions of peace than
war. We postulate that the existence of international peace is a permissive
condition, (Kacowicz et al. 2021, x, 27)

54. Dion (2003) in a famous article disputes the following claim, at least a specific
version of it. Assuming that the sample is randomwhat could one potentially
say? Hint: think of each independent variable as a coin being flipped.

In a frequentist framework, which treats probabilities as constituting the
likelihood that a sampledrawn fromapopulation is or is not representative
of the population, nothing can be said about five or six cases with seven or
eight independent variables because of the “degrees of freedom”problem.
(Bennett 2022, 67)

Answer: Dion argued using Bayesian setup that if one consistently gets X � 1
when Y � 1, then with only 5–6 Y � 1 cases one can be quite certain, in a
Bayesian sense, that X is necessary for Y. This like flipping a coin 6 times and
always getting a head? Whatmight you conclude about the coin? Braumoeller
and Goertz (1999) find basically the same thing using a frequentist approach.

55. Bove and Nisticó (2014)use a relatively newmethodology called the synthetic
control methodology which has generated much interest. The title of their
article is “Coups d’état and defense spending: a counterfactual analysis.” Are
they actually doing a counterfactual in the traditional sense?
Answer: As the name indicates the methodology generates a control com-
parison observation. One constructs a control group to compare with their
military coup cases. A comparison of treatment and control is not obviously
a counterfactual in the classic sense of the term.

56. In general it is not recommended to define via negation. This typically raises
the serious possibility of significant heterogeneity in the “not” population.
Discuss this issue using the concept of “noncontrolled comparison” which
is the central topic of Rethinking comparison: innovative methods for qualitative
political research (Simmons and Smith 2021) The authors of the anthology are
mostly interpretivist but there might be other kinds of methodologies which
are noncontrolled but which are also not interpretivist. See the question in
the LNQA section, page 23, which raises this possibility.

57. One problematic concept situation is when the conceptualization and coding
of the dependent variable involves important causal claims. Discuss this for
Chenowith and Stepan’s influential work:

Success and failure are also complex outcomes, about which much has
been written. For our study, to be considered a “success” a campaign had
to meet two conditions: the full achievement of its stated goals (regime
change, anti-occupation, or secession)within ayear of thepeakof activities
and a discernible effect on the outcome, such that the outcomewas a direct
result of the campaign’s activities. The second qualification is important
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because in some cases the desired outcome occurred mainly because of
other conditions. The Greek resistance against the Nazi occupation, for
example, is not coded as a full success even though the Nazis ultimately
withdrew from Greece. Although effective in many respects, the Greek
resistance alone cannot be credited with the ultimate outcome of the end
of Nazi influence over Greece since the Nazi withdrawal was the result
of the Allied victory rather than solely Greek resistance. (Chenowith and
Stepan 2011, 10)

58. Often with complex concepts or interaction terms it is not clear what the
comparison group might be that one needs for causal analysis. The generic
“compared to what?” question. For example, “H1: In states that recently
experienced a revolution, personalist dictatorship is associated with greater
militarized dispute initiation” (Colgan and Weeks 2015, 170). What is the
comparison group since the hypothesis involves the interaction between (1)
revolution and (2) personalist dictatorship?

59. “Hypothesis 3: Coups are more likely in states involved in civil conflicts”
(Piplani and Talmadge 2016, 1375). Conceptual tautology occurs here because
some coups are also civil wars. Discuss how yo might fix this.

60. Causation is frequently built into concepts. Discuss the example of “environ-
mentally displaced persons,” which is probably built into international legal
conventions.

61. Is “Ethnic conflict” another term where causation is built in?

Ethnic conflict refers to a very specific phenomenon. Ethnic conflict en-
compasses all forms of small- and large-scale acts of violence between and
among different ethnic groups (Some definitions of ethnic conflict argue
that ethnicity must also play a causal role in the conflict – something diffi-
cult to determine in practice. See Sambanis 2001; and Lake and Rothchild
1996). (Brancati 2006, 654)

62. Discuss these conceptualizations of electoral violence in terms of a causal
relationship:

At the most abstract level, electoral violence can be understood as any
event in which the use of coercive force coincides with the electoral pro-
cess. A number of more contextually-specific definitions have also been
advanced. The United Nations Development Program (UNDP) defines
electoral conflict as: “acts or threats of coercion, or physical harm perpe-
trated to affect an electoral process or that arise in the context of electoral
competition.” . . . There are two key components to all these definitions:
the temporal link between violence and elections and the causal link be-
tween the two. Electoral violence is conventionally understood as violence
that takes place during the electoral cycle, including the pre-electoral,
electoral, and post-electoral periods. The causal link, which is often more
implicit, limits electoral violence to that which is in some way connected
to the electoral process, as opposed to violence that takes place during
the electoral process but has no direct bearing on the election. (Birch and
Muchlinski 2017, 2–3)
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Therefore, the data include events of subnational electoral contention only
if subnational elections and national elections took place in close tempo-
ral proximity and if it is plausible to expect that subnational contentious
events influenced national elections or responded to both local and na-
tional elections. (Daxecker et al. n.d. Electoral Contention and Violence
(ECAV) Codebook)

63. How does the adjective “civil” function here? Is it a subsetting one, a causal
relationship, or what?

The next (and possibly most important) strand of the evolution of the
understanding of peace is the civil peace. According to this approach,
every individual in society has the capacity to mobilize for peace from a
variety of different perspectives, whether for disarmament, for interna-
tional cooperation, or against violence, discrimination, and oppression.
It relates to the historical phenomena of social direct action for political,
economic, and identity reasons, of citizen advocacy and mobilization, in
the attainment or defence of basic human rights and values. It is also
related to pacifism in its main forms, where civil action is non-violent
in principle. It has been strongly influenced by a wide range of social
mobilization dynamics. Without the civil peace and its social forms of
mobilization, international and constitutional frameworks would not be
able to connect with ordinary people in order to represent their interests,
identities, needs, and aspirations. (Richmond 2014, epub 116)

Answer:
It seems to function as a causal relationship, i.e., as cause of peace rather than
concept of peace. It is about how actions of individuals can create peace.

64. There is often unclarity about whether something is a defining feature of the
concept or rather the cause or effect of it. Discuss the extent towhich emotions
are a defining feature of war, a cause of war, or even ineffective of war.

The third defining element of war is, according to Clausewitz, the emo-
tions that accompany and drive the extreme activity of waging war. At
minimum, theremust exist a drive to coerce the enemy using utmost force,
as is evident in Clausewitz’s core definition of war as “an act of violence
intended to compel our opponent to do our will” (75). War is fueled by—
and gives rise to—intense emotions of hatred and enmity. Clausewitz
argues that both the outbreak and the character of war are influenced by
the types and intensity of emotions involved. The prevalence in a society
of a warlike drive to dominate others is accordingly the third dimension
of quality peace. Clausewitz notes that two sides will not prepare for and
wage war against each other unless moved by emotions of enmity. But
the type and intensity of emotion will vary, and the character of war will
accordingly both react to the emotions and help shape those emotions.
So, for example, the same political object may “elicit differing reactions
from different peoples, and even from the same people over time. . . . Be-
tween two peoples and two states there can be such tensions, such a mass
of inflammable material, that the slightest quarrel can produce a wholly
disproportionate effect—a real explosion” (81). (Davenport et al. 2018,
262 epub)
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65. Two level or SUINmodels raise questions about what to include in the statisti-
cal analysis. An example on the independent variable side is Uzonyi’s concept
of a “big political opportunity” which takes three forms that are expressed in
his three hypotheses. Should he include each of the three forms separately in
a regression analysis or just the higher variable formed by the logical OR?

There are generally three types of domestic unrest that may lead to the
onset of genocide or politicide. The first, which is captured by those
scholars focusing on big opportunities for government mass murder, are
militarized threats to a countrys political leadership. . . . Coups provide
a similar logic. . . . The third type of threat a government faces is non-
militarized unrest. Non-militarized domestic unrest, such as protests,
riots and strikes, can spark political violence if the regime perceives that
such unrest will grow into greater instability. (Uzonyi 2016, 318–19)

66. Discuss the claim below that it is better to look at the superset than the subset.

For the sixty-two sovereign states included in the territorial contenders
data set, Cunningham et al. identify ninety-seven rebel groups that con-
trolled territory. The territorial contenders data set includes eighty-one
of them (83.5 percent). Of the remaining sixteen rebels identified by
Cunningham et al. as territorial, five are included among the ancillary
materials of the territorial contender data set as near misses. The other
eleven are instances where our coders could not identify any clear ev-
idence of territorial control. Consultation with the source documents
for the NonState Actor Dataset reveals no citations establishing territorial
control for the rebel groups in question. We believe the codings in the
territorial contender data set are valid, while accepting that there may
be some occasional error in either our or the non-state actor (NSA) data
sets. An 84 percent overlap is very high, nonetheless. Absent an argument
specific to a subset, there is considerable evidence in favor of analysis of the entire
category of territorial contenders over analysis of any one subset. (Lemke and
Crabtree 2019, 19, emphasis is mine)

67. It is not uncommon that options for case selection form nested subsets. What
are the research design and causal inference issues in one like this where
genocides are subset of one-sidedviolence, also one-sidedviolence occurrence
might be almost a subset of civil war occurrence.

Harff (2003) presents a global examination of genocide in countries that
have experienced state failure internal war or regime collapse covering the
period 1955–97. Our dataset is different in that it consists of all conflict
actors during the period 1989–2004 that are actively involved in an armed
conflict resulting in at least 25 battle-deaths in a year. (Eck and Hultman
2007, 242)

68. In the Two cultures book a key methodological point is causal asymme-
try. Hafner-Burton’s (2014) review article does not talk about authoritarian
regimes as a source of human rights abuses, while she talk about democracy
as a cause of the respect of human rights. Discuss this causal asymmetry.

The central insight about state institutions is that, while fully developed democracy
may be the best hope for the promotion and protection of human rights, efforts
to transition to and institutionalize democracy often incite violence, and the
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alternatives to democracy are not all equally adverse for human rights. (Hafner-
Burton 2014, 275)

69. Blainey in his oft-cited book (1973) argues for causal symmetry in understand-
ing war and peace. Discuss. For an opposing view see Goertz et al. The puzzle
of peace: the evolution of peace in the international system where the final chapter
argues for asymmetry.

the causes of war and peace, logically, should dovetail into one another.
A weak explanation of why Europe was at peace will lead to a weak
explanation of why Europe was at war. A valid diagnosis of war will be
reflected in a valid diagnosis of peace. (p. 3)
War andpeace appear to share the same frameworkof causes. The same set
of factors should appear in explanations of the outbreak of war; widening
of war by the entry of new nations; outbreak of peace; surmounting crises
during a period of peace; and, of course, the ending of peace. (p. 293)
Warsusually endwhen thefightingnations agreeon their relative strength,
and wars usually begin when fighting nations disagree on their relative
strength. Agreement or disagreement is shaped by the same set of causal
factors. Thus each factor that is a prominent cause of war can at times be
a prominent cause of peace. (p. 122)

70. Geddes (2003) emphasizes the importance of variation on the dependent vari-
able. But, variation on the independent variable is also important. Analyze
her test of Skocpol’s theory in terms of variation on the two key independent
variables.
Answer:
She selects only cases of agrarian revolt for her analysis so there is no variation
on this independent variable. What she is in fact testing is the interaction of
agrarian revolt and state breakdown (which does have variation). Typically,
statistical interaction terms include variation on both variables.

71. Recently statisticians have become much more concerned with problems of
“unit homogeneity.” Here is Henry Brady defining the idea:

We shall make the transformation of YB(1, 0) into YA(0, 0) in two steps
which are depicted on Table 10.9. If A and B are identical and ZA and ZB
[Z is the treatment] are identical as well(footnote: By saying that ZA and
ZB have to be comparable, we mean that ZA � 0 and ZB � 0 are the same
thing and ZA � 1 and ZB � 1 are the same thing.) (although we haven t
indicated how this might be brought about yet) it might be reasonable to
suppose that: YB(1, 0) � YA(0, 1), [Identicality of units and treatment or Unit
Homogeneity]. That is, A and B are mirror images of one another so that
the impact of ZA � 1 and Z � 0 on B is the same as the impact of Z � 0
and Z � 1 on A. (Brady 2008, 258)

Analyze how valid concepts are critical to the existence of unit homogeneity.
Answer:
Holland (1986) says “unit homogeneity” means that units are prepared care-
fully “so that they ‘look’ identical in all relevant aspects” (Holland 1986, 948).
To be “identical” means that the concept must produce identical units, A and
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B in the Brady analysis. If a study looks at all “states” then the conceptu-
alization of state means that there are no casually important differences in
“stateness.” Treatments, Z in the Brady analysis, also are assumed to be ho-
mogeneous. So if democracy is an dichotomous independent variable that
means that variations in democracy have no causal impact on the dependent
variable.

72. As discussed at various points in Two cultures the set theoretic approach to
causation is asymmetric. A variable might be good at explaining not-Y but
weak at explaining Y. Take the following quotes and (1) formulate the strong
generalization in terms of a necessary condition, (2) explain how asymmetry
solves Hensel’s constant independent variable problem to a large degree.
Note that correlation between contiguity and militarized disputes and wars
is considered one of the strongest in the international conflict literature:

5 percent of fatal disputes [aka MIDs] and 5 percent of full-scale wars
betweenminor powers begin between adversaries that do not share a land
or sea boundary. (Hensel 2012, 6)
In short, proximity increases the risk of armed conflict . . . . Proximity
between states is basically a constant; countries rarely gain or lose bor-
ders over time. As a result the proximity explanation faces difficulties
in accounting for the outbreak of rare events such as conflict and war,
since a dependent variable cannot account for fluctuations in a dependent
variable. (Hensel 2012, 8).

Answer:
Contiguity is a necessary condition for minor power wars.
Asymmetry arises because non-contiguity gives a very good explanation for
the lack of severe militarized conflict, but does a poor job of identifying when
wars actually break out. Notice that non-war is a almost constant for most
dyads. This is of course the converse of the fact that wars are rare events. So
both are very constant variables.

73. Discuss the causal figures in Multimethod research, causal mechanisms, and case
studies: an integrated approach, Weller and Barnes (2014) or Waldner (2014)
from a DAG cross-case, large-N, probabilistic perspective. Are these figures
identified from a DAG perspective (e.g., Morgan and Winship 2015). Does it
matter from a within-case causal inference perspective if they are not?

74. Discuss Pahre’s claim that necessary conditions violate common statistical
assumptions: “Third, necessary conditions violate the unit homogeneity as-
sumption common in statistics, which states that ‘if two units have the same
value of the key explanatory variable, the expected value of the dependent
variablewill be the same’ (King et al., 1994: 116). Necessary conditions violate
this condition because observations x, y and x, not-y are both consistent with
the necessary condition x← y; in other words, x may occur with or without
y” (Pahre 2005, 131).

75. A key assumption in multidimensional concepts is that the various means
of achieving a given aggregate level are equivalent (e.g., 2+3 and 4+1 are
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really the same). What is one criterion for defending equivalence? Bueno de
Mesquita et al. (2005) provides a very good discussion of these issues.
Answer:
One common criterion for equivalence is similar causal effect in some key
hypotheses. Bueno de Mesquita et al. (2005) illustrates this.

76. Homogeneity of the zero cases when the dependent variable is coded di-
chotomously is often very problematic because they include quite different
outcomes all coded as zero. Kroenig (2009) is looking at nuclear states supply-
ing sensitive technology to non-nuclear states. It is quite likely that different
causal mechanisms are producing these different zero outcomes. The depen-
dent variable is received sensitive nuclear assistance or not. Discuss how the
“not” case may contain two (or perhaps more) quite different kinds of zero.
Answer:
The zero cases include those countries who never tried to get such technology
and those states who requested it but were turned down. See Kroenig’s
Appendix C “Selected cases of nonassistance” for some examples, such as
“Argentina to Iran (1992). Argentina denied an Iranian request for hot cells
(Hibbs 1992).”

77. Sometimes concepts should not build in causal hypotheses. Evaluate the
Cohen and Pavoncello (1987) critique of Schmitter’s concept of corporatism
based on the idea that there are causal hypotheses built into definition.

78. Thomas Franck is well-known for his work (e.g., 1988, 1990, 1992) on the
importance of “legitimacy” in international politics. Discuss the theoretical
relationship between the concept of legitimacy and four factors related to
it. Is the relationship best seen as (1) indicator, (2) ontological, (3) causal,
and if causal in which direct do the causal arrows go? For example, Franck
says “one may postulate four indicators: pedigree, determinacy, coherence, and
adherence. . . . The content of these four indicators of legitimacy” (Franck 1992,
51).
Answer:
In the 1992 article, Franck uses the term “indicator.” However, much of the
discussion could lead one to see these four factors as causes of legitimacy.

79. A central guideline in building concepts is the consideration of causal re-
lationships involving secondary-level dimensions of a concept. The causal
relationships that involve the various secondary-level dimensions open up
the possibility that there is significant causal heterogeneity in concepts and
hence that causal generalizations are likely to be problematic. Little appears
to be making this argument:

Another way to state my position is to consider whether there are social
kinds, analogous to natural kinds. A natural kind is a set of entities that
share a common causal structure, and whose behavior can therefore be
predicted on the basis of the laws that govern the behavior of such entities
(Putnam, 1975b). . . . I deny that any social concepts serve to identify
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social kinds in the strong sense outlined above. Instead, social concepts
function as ideal types or cluster concepts, permitting us to classify a range
of diverse phenomena under a single concept. The notion of a cluster
term captures many scientific concepts-terms that encompass a variety
of phenomena that share some among a cluster of properties (Putnam
1975a, 50–54). An ideal-type concept is a complex description of a group
of social phenomena that emphasizes some features and abstracts from
others (Weber 1949). It is apparent that generalizations and predictions
based on cluster concepts and ideal types demand a great deal of care.
Since the entities that fall under such concepts donot share ahomogeneous
causal structure, we cannot infer that instances of the concept will behave
in the typical way. . . . The metaphysical counterpart, then, to my view
that there are no governing social regularities among social phenomena,
is that there are no genuine social natural kinds. (Little 1993, 190–91).

Discuss Little’s claims about “social kinds” versus “natural kinds.” Also,
explore the extent to which “cluster concepts” are the same as family resem-
blance concepts.

80. The concept of a welfare state is used as an ongoing example in the concept
book. In particular, it is good because the use of expenditure data illus-
trates the completely fungibility and substitutability of the secondary-level
dimensions. It could be that this assumption of substitutability masks causal
heterogeneity. See Bonoli (2007) who argues that that causal processes deal-
ing with “new social risks” (e.g., women’s participation in the labor force and
child care) are quite different from those dealing with classic welfare policies
(e.g., unemployment insurance). How should you change the concept of the
welfare state? Add an adjective?

81. A very difficult conceptual and methodological problem is dealing with
norms, particularly norms that have the logical structure of rights, e.g., hu-
man rights. This problem has exercised me a great deal and in fact resulted
in a book (Goertz International norms and decision making; a large part of that
book was devoted precisely to analyzing the concept of a norm). (1) Discuss
the concept of a right (contrasting it with prohibitions and obligations). (2)
The positive and negative poles are interesting here in terms of behavior: do
you focus on the positive exercise of rights (e.g., voting) or on the absence
of the exercise of the right. This has theoretical consequences because in the
former case you focus on what factors in addition to rights lead to the use of
rights, while in the latter you focus on factors that eliminate the right itself in
practice. (3) Rights are about possibility, relate this to the Possibility Principle
of case selection and necessary conditions in general. Dowding and Hees
(2003) is a very nice discussion of many of these issues. For measurement see
also Rosenbaum (2000) and Carter (2000).

82. One serious issue with dichotomous data is the potential for serious hetero-
geneity in the zero or one category. This is particularly likely to be aproblem in
the zero category. The issue of heterogeneity arises almost by definition with
nonordered, categorical data. For example, quantitative studies of interna-
tional conflict that look at the outcome dispute variables that have anywhere
from 3 to 9 categories. Often these can be reduced to settlement/compromise,
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win, draw. If the focus is, say, settlement or compromise then there is a ten-
dency to code that as one and lump win and draw together as zero. Discuss
the merits of this procedure. What would be alternatives?
Answer:
Lumping all these together in the zero seems particularly dubious when the
causal mechanisms producing these zeros are likely to be quite different.
Within the context of the conflict literature and the militarized disputes
dataset, it might make sense to just include draw/stalemate as the contrasting
case since this constitutes often 70+%of the zero cases (e.g., Goertz et al. 2005).
This choice could well be brought into the research design and theory if the
research were interested in making specific causal contrasts.

83. One of the key guidelines for constructing concepts involves thinking about
causal relationships within concepts. There is a huge literature on the concept
of “ethnicity.” Discuss Chandra and Wilkinson’s figure 1 (2008, 524) on there
concept of ethnicity. Which of the the various factors listed does not really
involve any causal relationships with outside variables?
Answer:
The “structure” factor is the only which really is only and exclusively about
ethnicity. All the others involve others causal variables. For example, see the
discussion of ECI measure and its application to India; ethnic group variable
is an interaction between some measure of ethnic “structure” and colonial
practices.
“At the broadest level, we can imagine the term ethnicity as encompassing
two families of concepts – the structure of ethnic identities and the practice
of ethnic identification. Ethnic structure refers to the distribution of descent-
based attributes – and, therefore, the sets of nominal identities – that all
individuals in a population possess, whether they identify with them or not.
Ethnic practice refers to the act of using one or more identities embedded in
this structure to guide behavior. In other words, it refers to the set of activated
identities that individuals employ in any given context. The set of activated
ethnic identities for any given country is typically a subset of the identities
contained in the ethnic structure.” Chandra and Wilkinson (2008, 523)

84. State failure is the subject of much academic research as well as interest to
policy organizations such as the World Bank and the Carnegie Endowment,
not to mention the large state failure project. One of the important risks
with complex concepts such as “failed state” (see Iqbal and Starr 2009 for a
review) is that some of the secondary-level dimensions of the concept may
also be viewed as causes or effects of the phenomenon. Examine the various
concepts of state failure and determine which might really be seen as causes
or effects of state failure rather than the concept itself.
Answer:
For example, as Iqbal and Starr (2009, 316) state: “Specifically, most existing
measures or indices of state failure incorporate a number of factors that may,
in fact, be determinants of state collapse – such as civil strife and poverty.”
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85. Birch (2012) in a book on the causes of “Electoral malpractice” includes the
FreedomHouse democracy measure as a lagged (five year) independent vari-
able. Explain why she runs the risk of “conceptual tautology” with her
dependent variable of electoral malpractice.

86. Recently statisticians have become much more concerned with problems of
“unit homogeneity.” Here is Henry Brady defining the idea:

We shall make the transformation of YB(1, 0) into YA(0, 0) in two steps
which are depicted on Table 10.9. If A and B are identical and ZA and ZB
[Z is the treatment] are identical as well(footnote: By saying that ZA and
ZB have to be comparable, we mean that ZA � 0 and ZB � 0 are the same
thing and ZA � 1 and ZB � 1 are the same thing.) (although we haven t
indicated how this might be brought about yet) it might be reasonable to
suppose that: YB(1, 0) � YA(0, 1), [Identicality of units and treatment or Unit
Homogeneity]. That is, A and B are mirror images of one another so that
the impact of ZA � 1 and Z � 0 on B is the same as the impact of Z � 0
and Z � 1 on A. (Brady 2008, 258)

Analyze how valid concepts are critical to the existence of unit homogeneity.
Answer:
Holland (1986) says “unit homogeneity” means that units are prepared care-
fully “so that they ‘look’ identical in all relevant aspects” (Holland 1986, 948).
To be “identical” means that the concept must produce identical units, A and
B in the Brady analysis. If a study looks at all “states” then the conceptu-
alization of state means that there are no casually important differences in
“stateness.” Treatments, Z in the Brady analysis, also are assumed to be ho-
mogeneous. So if democracy is an dichotomous independent variable that
means that variations in democracy have no causal impact on the dependent
variable.

87. One potentially large issue is what might be called “conceptual endogeneity.”
This is where a secondary-level dimension is part of the dependent variable
and also considered as an independent variable. There has been an explosion
of studies of elections in hybrid democratic regimes. Should these elections
be considered a cause of democratization? Does this conflict with the fact
that freer and more competitive elections will change the democracy score
of the country by definition? For example, “Scholars also disagree about the
role of elections in promoting democratic change. (p. 12) While a familiar
indicator of democratic progress, we must remember, electoral turnover does
not always support democratic development. (p. 13) These issues lead to a
final and more fundamental concern about attributing too much democratic
influence to elections” (Bunce and Wolchik 2011, 14).

88. A very important methodological issue is set relationships between indepen-
dent variables. In an original outline of the book amajor part of a chapter was
going to be devoted to the methodological issues that this raises. The main
methodological concern arises when X1 is a subset of X2. For example, in the
debate about the territorial peace versus democratic peace, it turns out that
the the set of democratic dyads is a subset of the dyads at territorial peace:
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“This study compares the conflicting answers of the democratic peace and
the territorial peace and examines the empirical record to see which is more
accurate. It finds that almost all contiguous dyads settle their borders before
they become joint democracies” (Owsiak and Vasquez 2016, 339).
What is the causal interpretation of the subset variable when all of the varia-
tion in X1 is taken up in X2? Discuss how this is different frommulticollinear-
ity, for example, the two might not be very correlated. See Owsiak 2020 for a
nice explicit discussion of the subsetting issue and other examples.
What if X1 is a perfect subset of X2 and one introduces an interaction term,
X1 ∗ X2?
This is just with dichotomous variables, but one can find set theoretic rela-
tionships among continuous variables (defined as X1 less than or equal to X2
for all observation or vice versa).

Causal mechanisms, causal mechanism figures

89. The Sherlock Holmes story "Silver Blaze" has become a stable example in
the qualitative methods literature, e.g., Collier (2011), Fairfield and Charman
(2020). Draw the causal mechanism figure corresponding to the story, key
elements, causal relationships, and “clues.”

90. Inverted tree figures are not uncommon in qualitative work. Here is a nice
example from Yashar (2018). It also illustrates some issues in drawing causal
mechanism figures using just→. How might some arrows have a different
Boolean interpretation than others. Could one write the Boolean equations
for this figure?

In particular, this book emphasizes three factors: the transnational il-
licit economy, state capacity, and territorial competition among organiza-
tions. . . . First, I contend that the development of a transnational illicit
economy and illicit criminal organizations set the stage for the high levels
of violence thatwe now see in LatinAmerica. . . . Second, I argue that illicit
trade and transit is likely to take holdwhere illicit actors findweak and/or
complicit state institutions (particularly law-and-order institutions such as
the police and courts). . . . Third, and finally, I find that the highest levels
of violence are emerging particularlywhere illicit organizations encounter
organizational competition (either from other illicit organizations or the
state or both) to control previously hegemonic territorial enclaves. . . . No
single factor determines the outcome. The combination of factors, how-
ever, can be deadly. (Yashar 2018, 18–19)
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(Chapter 8). While grounded in three case studies, the theoretical argu-
ment speaks to other non–civil war cases – including Brazil, Mexico,
Venezuela, and Honduras.

Ultimately, the tripartite argument developed in this book opened up
a second set of historical institutional questions and arguments about why
otherwise similarly situated countries emerge with such divergent state
capacity (making them more susceptible to illicit trade and transit, orga-
nizational competition, and ultimately violence). Chapter 7 pursues this
question empirically in the relatively lower-intermediate-violence case of
Nicaragua, which developed an impressive police force (unparalleled by
its neighbors and uniquely capable when compared to other parts of the
Nicaraguan state). Chapter 8 revisits the comparative question of state
capacity and engages with the comparative historical debates about when
and why otherwise sticky state institutions are successfully reformed – not
only changing institutional design but also affecting corresponding orga-
nizational and societal behavior.

In closing, I have several aspirations in writing this book. I hope that this
manuscript increases our understanding of why violence is occurring at
such high levels in Latin America and why it assumes varied levels across
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Answer:
The arrows to the bottom level of the tree in a Boolean interpretation mean
“is sufficient for.” One plausible interpretation of the arrows above are as
invoking the logical AND. Here is one Boolean equation: IF (illicit economic
AND weak state AND DTO expansion) THEN high violence.

91. A common an issue in causal mechanism figures is aggregation or structure
between boxes and circles. Second problem is when there are multiple factors
within a given box. Take Tripps prominent theory of conflict and gender
policy changes to discuss how one might insert structure both between boxes
is with as well as within a box.
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increased adoption of women’s rights in peace agreements, constitutions, and
other changing opportunity structures (see Figure 2.1). The changes we have
seen in postconflict African countries (and beyond) can be explained by a
convergence of a series of developments that are global, but have a particular
African dimension to them because so many countries in Africa had experi-
enced conflict.

gender disruptions in war

Many countries in Africa, including nonconflict countries, were exposed to
changes in international gender norms and new donor strategies, and many
experienced the rise of women’s movements starting in the 1990s. However, the
critical causal mechanism linking the decline in conflict with women’s improved
legal status and higher rates of political representation was the disruptions in
gender relations and norms that occurred during conflict.Women began to take
on new roles and new forms of leadership in the household, community, and
nation more generally, often in the absence of husbands and male community
leaders. War inadvertently opened up new possibilities for women, creating
new visions of what was possible. It also created incentives for women to
demand greater political representation and more rights (Boyd 1989; Corrin
2002; Meintjes et al. 2002; Sambanis 2002; Tripp 2000; Turshen 2001).

Conflict

Poli!cal
opening

End of
conflict

Changing
interna!onal

gender
norms

Gender 
disrup!ons
in society

Rising 
influence of
women’s

movements

Peace
agreements

Cons!tu-
!onal

changes

Electoral 
reforms

Truth and
reconcilia-

!on
processes

Woman 
friendly

policies and
legisla!on

***
More women
in poli!cal
leadership

***
Women in

new
occupa!ons
and roles

***
Cultural
change in
a"tudes

***
Less

discrimina!on
against
women

Structural 
change

Causal
mechanisms

Opportunity 
structures

Gender regime 
change

figure 2.1 Model of Process of Postconflict Impacts on Gender Policy

34 Women and Power in Postconflict Africa

��"�&������$&��(�&"'�$��)'����*��!��!���(��((%'���+++���"�&�����$&���$&��(�&"'���((%'����$��$&�������������
�����
��
��	���	
�$+#!$������&$"��((%'���+++���"�&�����$&���$&����#�*�&'�(,�$���$(&����"����+����&�&,��$#�����)#�������(��	�	��	���')� ��(�($�(��

92. Can Slater’s (2010) causal mechanisms be expressed in Boolean equations? If
so what would they look like?

93. Debs and Monteiro (2017) in their theory of proliferation of nuclear weapons
frequently talk about necessary conditions for proliferation which is quite
common in this literature in general. Discuss how one might introduce these
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considerations into their causal mechanism figure, indicating which factors
are necessary, and eventually the various paths to sufficiency.

Empirically, proliferation occurs in a limited range of strategic environ-
ments. Specifically, we find two sets of strategic circumstances – or path-
ways – tonuclear acquisition. First, a high level of security threat combined
with high relative conventional power on the part of the proliferating state.
Second, a high level of security threat combined with the presence of an
ally that is deemed unreliable. All other strategic settings result in the
maintenance of a state’s nonnuclear status. . . . In doing so, the strate-
gic logic of nuclear proliferation sheds light on several hitherto under-
appreciated historical patterns. First, states that do not face a high-level
security threat have not acquired the bomb. The presence of a significant
security threat is a necessary condition for nuclearization. Historically, no
state has acquired nuclear weapons without perceiving its security envi-
ronment as highly threatening, regardless of how strong other pressures
to acquire the bomb – including considerations of domestic or interna-
tional prestige, the psychology of leaders, or the economic preferences of
ruling elites – may be. Second, among states that are not protected by a
great power sponsor, only those that are strong vis-à-vis their adversaries
have acquired the bomb. There is no historical case of a relatively weak
state ever succeeding in nuclearizing without having a powerful ally com-
mitted to retaliating against a preventive counter-proliferation strike. . . .
Third, among states that possess a powerful ally, only those whose secu-
rity goals are not entirely covered by this sponsor have acquired nuclear
weapons. Put differently, states whose security goals are subsumed by
their powerful allies’ own aims do not possess the willingness to acquire
the bomb. . . . Fourth, threats of abandonment issued by a security spon-
sor – what we call a “sticks-based” nonproliferation policy – are effective
in curtailing proliferation only by protegees that are relatively weak vis-
à-vis their adversaries. If a protegee is strong vis-à-vis its adversaries, it
has the opportunity to proliferate on its own, even if its security sponsor
were to abandon it. In this case, the sponsor can only effectively deter
proliferation by taking away the protegee’s willingness to acquire nuclear
weapons, which it can do by extending additional security assurances –
what we call a “carrots-based” nonproliferation policy. In other words,
whereas sticks can deter proliferation by weak protegee, only carrots will
prevent stronger protegees from building nuclear weapons. (Debs and
Monteiro 2017, 11–13)
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The Strategic Logic of Nuclear Proliferation 53

ones by dotted lines. Our strategic variables condition a state’s nuclear 
status through a three- step process. In the !rst step, our strategic vari-
ables condition the security bene!t of proliferation and the cost of 
preventive war. Then, in the second step, this cost and bene!t, together 
with the cost of a nuclear program, condition the odds that a state 
will satisfy the willingness and opportunity thresholds. Finally, these 
two thresholds condition the country’s nuclear status, determining the 
odds of nuclear proliferation.

For the strategic causes of proliferation –  and nuclear forbearance –  
to be complete, we need to take one last analytic step. When laying 
out the strategic interaction between a potential proliferator and its 
adversaries, we allowed these adversaries to attempt to deter prolif-
eration by using their most effective policy tool: threats of preventive 
counterproliferation military action. But so far, our argument has not 
taken into consideration the nonproliferation policy tools with which 
allies can try to maintain their protégés nonnuclear status. The follow-
ing section examines this last component of the strategic dimension of 
nuclear proliferation.
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Figure 2.2. The Strategic Logic of Nuclear Proliferation
When the state considering nuclearization possesses no security allies, the 
“level and reliability of allied commitment” is null and its effect is void.
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94. Write the Boolean equation(s) for the causal mechanism figure below. See
also his table 1 on page 14, which is a nonstandard 2×2 table.

The main arguments can be summarized briefly. If a leading state has
little reason to fear the takeover of a peripheral region by a local actor
or an outside power, then it should not have a strong preference when
it comes to the type of order that exists there. In principle, both parity
and primacy can prevent disruptive conflicts, the avoidance of which
will be its chief objective in these circumstances. Therefore, a leading
state should accommodate RRPs [rising regional powers] that can achieve
either one because they will enhance local stability over the long run.
Conversely, it should oppose RRPs that fall short of this threshold because
their rise will contribute to persistent unrest. If a leading state is worried
mainly that a local actor might dominate a peripheral region, however,
then it will prefer parity to ensure that its own access to the area is not
jeopardized. In this case, it should accommodate RRPs that are attempting
toweaken local hegemons and oppose RRPs that are trying to gain control
over their neighborhoods. Finally, if a leading state is more concerned
about an outside power conquering a peripheral region, then it will prefer
primacy instead because the strongest local actors are the best barriers to
intervention. Thus, it should accommodate RRPs that fully overtake their
rivals and oppose RRPs that fail to do so. (Montgomery 2016, 10)
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status quo intact; and they have passed the buck so that  others might bal-
ance for them.26 Nevertheless, all of the mea sures available to established 
powers can be placed in two broad categories: strategies of accommodation 
and strategies of opposition. This distinction simplifi es a complex phenom-
enon and captures the fact that almost any option, even neutrality, usually 
helps or hinders an emerging power’s rise, depending on the circumstances.27 
It also has another virtue when it comes to addressing the empirical puzzle 
at the center of this book: using a binary dependent variable allows me to 
show how the same causal factors account for leading state responses to 
RRPs across a diverse set of cases, even if accommodation and opposition 
took a variety of forms.28

To explain how leading states choose between  these strategies, I develop 
a two- step argument, the basic outlines of which are summarized in fi gure 1. 
The fi rst step is to establish  whether policymakers have a preferred regional 
order and, if so,  whether they  favor local parity or local primacy. I argue that 
 these preferences can be traced back to their assessment of certain risks, in 
par tic u lar the risk that local actors might withhold valuable resources or 
keep outside powers away, which I refer to as access denial, along with the 
risk that outside powers could gain control of the area, which I refer to as 
containment failure. When both of  these risks are low, a leading state should 
be impartial between parity and primacy  because its only major interest  will 
be avoiding instability, and  either distribution of power can deter regional 
confl icts, at least in princi ple. When access denial is a leading state’s over-
riding concern, however, it should prefer parity  because a preponderant lo-
cal power is the most signifi cant threat to access, and the presence of two or 
more relatively equal actors can prevent regional domination. Finally, when 
containment failure is a leading state’s main fear, it should prefer primacy 
instead  because military conquest is the worst form of failure, and a domi-
nant local actor is a better obstacle to regional intervention than a handful 
of weaker nations.

A leading state’s preferred regional order provides a baseline for its evalu-
ation of local power shifts. The second step, therefore, is to understand what 
outcome policymakers expect when a change in the distribution of power 
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Figure 1. The causal argument

95. The multimethod book espoused the mantra “no causation without causal
mechanism.” This obviously plays a key role in exceptional studies where
there may be randomization treatments but where the result does not match
any causal mechanism intuition. The question then is should the journal
publish the research when there seems to be no plausible mechanism that
would explain the results. Here’s a famous example in psychology. The
Journal of Conflict Resolution had a similar controversial publication regarding
the publication of an article “International Peace Project in the Middle East:
The Effects of theMaharishi Technology of theUnified Field.” (Orme-Johnson
et al. 1988). Russett (2017) describes in some detail the controversies and
eventual publication of the article.

History may look back on 2011 as the year that changed psychology for-
ever. It all began when the Journal of Personality and Social Psychology
published an article called “Feeling the Future: Experimental Evidence
for Anomalous Retroactive Influences on Cognition and Affect.” The
paper, written by Daryl Bem of Cornell University, reported a series of
experiments on psi or “precognition,” a supernatural phenomenon that
supposedly enables people to see events in the future. Bem, himself a rep-
utable psychologist, took an innovative approach to studying psi. Instead
of using discredited parapsychological methods such as card tasks or dice
tests, he selected a series of gold- standard psychological techniques and
modified them in clever ways. . . . On this basis, Bem argued that the par-
ticipants were able to benefit in the past from practice they had completed
in the future. As you might expect, Bems results generated a flood of
confusion and controversy. How could an event in the future possibly
influence someones reaction time or memory in the past? If precognition
truly did exist, in even a tiny minority of the population, how is it that
casinos or stock markets turn profits? And how could such a bizarre con-
clusion find a home in a reputable scientific journal? (Chambers 2017,
2–3)

96. Draw a causal mechanism figure for Stasavage’s influential book Public debt
and the birth of the democratic state France and Great Britain, 16881789.

Representative political institutions may improve a government’s abil-
ity to make credible commitments through several different mechanisms.
This chapter has used a formal model of legislative bargaining to provide
support for my three main arguments. I first demonstrated that if capi-
tal owners are in the minority, then party formation can lead to credible
commitment, but only if players bargain over multiple issues. In addition,
one can expect the perceived credibility of taxation or borrowing to vary
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according to the partisan composition of government. Both of these ob-
servable implications will be considered in detail in subsequent chapters.
I next showed that constitutional checks and balances will have little effect
on credibility unless there is some mechanism ensuring that capital own-
ers control a veto point. This helps support the argument that multiple
veto points may in many cases be insufficient to ensure credible commit-
ment. Finally, I developed my argument about bureaucratic delegation,
suggesting that it will improve credibility only if capital owners have the
political authority to block any attempt to override bureaucratic decisions.
This too is an empirical prediction that is considered in subsequent chap-
ters. (Stasavage 2003, 49–50)

97. The idea of a causal mechanism being a causal chain is very wide spread.
Draw a causal mechanism figure for ethnic civil war according to Lindemann
andWimmer. For example, is each link necessary for the following one. How
would you diagram the idea that different conditions are relevant in different
stages?

Overall, this suggests that the conditions are not ordered in a historical
sequence of causal connections. The historically prior condition for eth-
nic war does not causally generate the second condition for ethnic war.
In other words, the logic here is not that of a necessary chain reaction.
Rather, the uniform temporal ordering in which conditions become rele-
vant is due to the logic of the escalation process itself, whichmakes certain
conditions relevant at different points in the process, but does not ensure
their emergence. The following stages of this escalation process could
be hypothesized: mobilization of ethno-nationalists, their initial organi-
zation, subsequent radicalization and mass recruitment, and, finally, the
emergence of armed organizations.
Different conditions become relevant during these subsequent stages. Fur-
ther ‘grievance’-inducing conditions are relevant for mobilization. Lim-
ited state reach might be relevant for initial organization. Indiscriminate
violence becomes relevant for subsequent radicalization andmass recruit-
ment – without indiscriminate violence the process of escalation stops
here. And finally, an external sanctuary is often relevant for the actual
organization of an armed guerrilla front. (Lindemann andWimmer 2018,
317)

98. Social constructivists frequently uses the term “permissive cause.” Carpenter
(2007) discusses agenda-setting in terms of constraints and her causal mecha-
nism figure, figure 1. p. 102. So the absence of permissive condition explains
why children of rape is not on the agenda? What do the lines mean (i.e., not
arrows). Do they just indicate temporal ordering?

99. The Keck and Sinkink (1998) boomerang model of social movements have
been very influential. Think about the figure used to describe the causal
mechanism, not an exhaustive list: (1) arrows versus lines what is the differ-
ence? (2) some arrows get “pressure” others do not, why? (3) is thickness of
arrow an hypothesis about relative causal impact? (4) arrows between NGOs
in State B, but not State A, why? (5) what do dotted lines (NGOs to blockage)
mean? (6) are there arrows missing, e.g., from NGOs in State A to IGO?
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100. Pevehouse is a main example in the discussion of causal mechanisms and
multimethod research. One issue is that democratic IGO is relatively constant.
For that mechanism to kick in it probably needs some triggering mechanism,
e.g., crisis, coup attempt, shock. Add that to the Pevehouse figure to give a
more complete mechanism; “What many studies of the liberalization process
have in common is their treatment of the impetus for liberalization as an
exogenous shock. These shocks may be political or economic in nature, but
either can force elites to take some action to restore the legitimacy of their
regime. Disagreements then arise within the authoritarian bloc as to the
prudent course of action. Some regimesmaybe able toweather the crisis given
a variety of factors, ranging from the nature of the current autocratic regime,
economic conditions, to the past performance of the regime. Other regimes
may decide to liberalize in an attempt to restore legitimacy.” (Pevehouse 2005,
17)

101. Fearon and Laitin in their oft-cited work (2003) on civil war (in)famously
include a variable on amount ofmountainous terrain (see Collier andHoeffler
2004). This is controversial in terms of causal inference because it essentially
does not vary within countries. Influential causal inference scholars deny
causal status to variables which cannot be manipulated. Discuss how one
use large-N qualitative case studies to explore the causal mechanism linking
mountaineous terrain to civil war. Can this illustrate how a constant can be
part of a causal mechanism?

102. Causal mechanisms and scope decisions can be closely related. Bush’s main
independent variables in her analysis of gender quotas are (1) foreign aid, (2)
international election monitoring, and (3) democracy promoting UN peace
operation. She could include all countries in her analysis, but she excludes
rich democracies.

A Quantitative Analysis of the Sources of Gender Quotas. The Sample.
The unit of analysis for the quantitative analysis of the determinants of
quota adoption is the country–year. The sample covers the years from
1970 to 2006 and contains all countries except long-term consolidated and
developed democracies. Long-term consolidated and developed democ-
racies were removed because they are subject to different causal processes;
they are neither underUNauthority nor desirous of signaling their liberal-
ism to the international community, and in fact, they promote democracy
abroad. I followed Finkel et al. and removed thirty advanced industrial,
long-term consolidated democracies, which resulted in a sample of 165
countries for at least some amount of time. (Bush 2011, 118)

She does include authoritarian regimes, because some do adopt gender quo-
tas. Discuss whether the same causal mechanism works for authoritarian as
well as democratizing regimes.

103. Causal mechanisms and scope decisions can be closely related. Bush’s main
independent variables in her analysis of gender quotas are (1) foreign aid, (2)
international election monitoring, and (3) democracy promoting UN peace
operation. She could include all countries in her analysis, but she excludes
rich democracies.
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A Quantitative Analysis of the Sources of Gender Quotas. The Sample.
The unit of analysis for the quantitative analysis of the determinants of
quota adoption is the country–year. The sample covers the years from
1970 to 2006 and contains all countries except long-term consolidated and
developed democracies. Long-term consolidated and developed democ-
racies were removed because they are subject to different causal processes;
they are neither underUNauthority nor desirous of signaling their liberal-
ism to the international community, and in fact, they promote democracy
abroad. I followed Finkel et al. and removed thirty advanced industrial,
long-term consolidated democracies, which resulted in a sample of 165
countries for at least some amount of time. (Bush 2011, 118)

She does include authoritarian regimes, because some do adopt gender quo-
tas. Discuss whether the same causal mechanism works for authoritarian as
well as democratizing regimes.

104. A key question in the causal analysis of individual cases is the relationship
between temporal distance and causal importance. Should events or factors
closer to the event to be explained receive greater or less causal importance.
Analyze the quote below from Gerring (2005) who argues for increasing im-
pact as temporal distance increases in the causal chain. Does itmatterwhether
the cause is a necessary or sufficient condition?

Consider the following path diagram. X1 ⇒ X2 ⇒ X3 ⇒ X4 ⇒ Y We are
apt to consider X1 to be the cause and causal factors X2 −X4 intermediate
(and less important) causes, all other things being equal. Of course, all
other things are rarely equal. We are likely to lose causal power (accuracy
and completeness) as we move further away from the outcome. Yet, if
we did not – e.g. if the correlations in this imaginary path diagram were
perfect – we would rightly grant priority to X1. Causes lying close to an
effect are not satisfying as causes, precisely because of their proximity.
Rather, we search for causes that are ‘ultimate’ or ‘fundamental’.
Consider a quotidian example. To say that an accidentwas caused because
A ran into B is not to say much that is useful about this event. Indeed,
this sort of statement is probably better classified as descriptive, rather
than explanatory. An X gains causal status as it moves back further in
time from the event in question. If, to continue with this story, I claim
that the accident was caused by the case of beer consumed by A earlier
that evening, I have offered a cause that has greater priority and is, on
this account at least, a better explanation. If I can show that the accident
in question was actually a re-enactment of a childhood accident that A
experienced 20 years ago, then I have offered an even more interesting
explanation. Similarly, to say that the Civil War was caused by the attack
on Fort Sumter, or that the First World War was caused by the assassina-
tion of the Archduke Francis Ferdinand at Sarajevo, is to make a causal
argument that is almost trivial by virtue of its lack of priority. It does not
illumine very much, except perhaps the mechanism that might be at work
vis-a-vis some prior cause.
The further away we can get from the outcome in question, the more
satisfying (ceteris paribus) our explanation will be. This explains much of
the excitement when social scientists find ‘structural’ variables that seem
to impact public policy or political behavior. It is not that they offer more
complete or more accurate explanations; indeed, the correlations between
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X and Y are apt to be much weaker. It is not that they are more relevant;
indeed, they are less relevant for most policy purposes, since they are
apt to be least amenable to change. Priority often imposes costs on other
criterial dimensions. Yet, such explanations will be better insofar as they
offer us more power, more leverage on the topic. They are non-obvious.
(Gerring 2005: 174–5)

105. The AMAR “rebellion” scale (Birnir et al. 2018) has as its lowest rebellion level
“political banditry and/or sporadic terrorism.” Often zero on the scale (like in
manydichotomousvariables) is potentially a causally heterogeneous category.
Discuss to what extent theoretically zero is conceived of as “no mobilization”
as opposed to nonviolent mobilization such as protests or nonviolent action.
Would the causal mechanisms leading to these two different forms of zero be
the same or different?

106. Soifer (2012) explores the concept of critical juncture along with critical an-
tecedents in the case of import substitution policies in Latin America.

The distinct feature of a historical juncture with the potential to be crit-
ical is the loosening of the constraints of structure to allow for agency
or contingency to shape divergence from the past, or divergence across
cases. . . . we must distinguish between two types of causal conditions at
work during the critical juncture: the permissive conditions that represent
the easing of the constraints of structure andmake change possible and the
productive conditions that, in the presence of the permissive conditions, pro-
duce the outcome or range of outcomes that are then reproduced after the
permissive conditions disappear and the juncture comes to a close. The
two types of conditions are nearly always framed as separately necessary
and jointly sufficient for divergence to occur. (Soifer 2012, 1573)
They [Slater and Simmons 2010] define a critical antecedent as “factors
or conditions preceding a critical juncture that combine in a causal se-
quence with factors operating during that juncture to produce a divergent
outcome” (p. 889) . . . . They write that the critical antecedent “does not
produce its causal effect by causing the independent variable to emerge.
It does so by helping to determine the differential causal effect of the in-
dependent variable across cases when the critical juncture exogenously
comes about” (p. 891). Here we see that the critical antecedent is, in
their formulation, unrelated to the permissive condition, which (for them)
emerges exogenously. Permissive conditions are also distinct from critical
antecedents in that although the former mark the temporal bounds of the
critical juncture, the latter are operant before the juncture emerges. On the
other hand, critical antecedents are connected to the productive condition.
(Soifer 2012, 1576)

Draw a causal mechanism figure for the table below.
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The Causal Importance of Permissive  
and Productive Conditions

Thus far, I have shown that critical junctures consist of two temporally nested 
but logically distinct causes: the permissive condition and the productive 
condition.9 Because they are analytically distinct, we can divide all historical 
moments into four types, based on whether neither, one, or both of these con-
ditions are present (see Table 2). In each cell, we can make predictions about 
stability and change. The upper-left-hand cell labeled “status quo” describes 
those times when neither the permissive conditions that mark the bounds of a 
critical juncture, nor the productive conditions that set off divergence, are 
present. In this cell, dramatic change—or indeed any change whatsoever—is 
precluded. The lower-right-hand cell, in which both permissive and produc-
tive conditions are present, is the critical juncture. The upper-right-hand cell, 
where permissive conditions are present but productive conditions are absent, 
can be seen as crisis without change, or a case of “missed opportunity.” 
Finally, the lower-left-hand cell, in which productive conditions are present, 
but permissive conditions are not, will also not produce dramatic change. 
Instead, this type of historical moment may be marked by incremental change, 
as the conditions that produce divergence may still have effects even when the 
constraints on major change are in place.10

The relative frequency of each cell—and thus the balance of stability and 
change—is determined by how rare or common each of the conditions is. We 

Table 1. Inward-Looking Industrialization as a Critical Juncture

Critical antecedent Strength of middle class and labor as of 1929
Permissive condition Collapse of world trade and economic 

challenges of Great Depression and World 
War II

Productive condition Economic ideas of ECLA and more general rise 
of economic nationalism

Outcome Inward-looking industrialization implemented 
to varying degrees in Latin America

End of critical juncture Recovery of world trade by 1950, and 
especially after the Korean War

Mechanisms of reproduction New political coalitions among bureaucrats, 
domestic elites, and organized labor

Consequences Crises of populist rule and bureaucratic-
authoritarian regimes (O’Donnell, 1973)

 at UNIV OF NOTRE DAME on December 18, 2013cps.sagepub.comDownloaded from 

107. Slater and Simmons (2010) provide quite a few causal mechanism figures,
such as
Figure 2. McAdam on King Cotton and Black insurgency
Figure 3. Grzymała-Busse on Communist Party regeneration
Figure 4. Family law and gender inequality in North Africa.
Figure 5. The Colliers on labour incorporation in Latin America
Figure 6. Luebbert on interwar European regime outcomes
Figure 7. Kalyvas on Christian Democratic parties in Western Europe
Figure 8. Regime outcomes in Central America [Yashar, Mahoney]
Figure 9. Ethnic violence in India [Varshney, Wilkenson, Kohli]
Figure 10. Racial politics in Brazil and South Africa [Marx, Lieberman]
Discuss these causalmechanismfigures. For example, Do the arrows all mean
the same think? Are some of the ellipses necessary conditions? What are the
causal connections between text with boxes in front of them and the ellipses?
For example, here is the McAdams figure.

62



Slater and Simmons 893

sense of political efficacy among certain segments of the black community” 
(McAdam, 1982, 110).

Socioeconomic change shaped the causal forces that motored the civil 
rights movement. The collapse of “King Cotton” was a successive cause, 
causing political opportunities to change, resources to be mobilized, and 
cognitive shifts to occur. Cotton’s decline is thus an additive rather than an 
alternative explanation for Black insurgency. Far from detracting from the 
causal importance of political opportunities, mobilizing resources, and cogni-
tive liberation, cotton’s long-term decline is the key that opens that explanatory 
door. The collapse of cotton may be a “cause of a cause,” but McAdam’s 
analysis of it unveils a nontrivial cause that can potentially be applied in 
other settings. It is informative rather than infinite regress.

In a very different part of the world and on a very different topic, Grzymala-
Busse (2002) posits a subtly different type of critical antecedent: what we 
call a conditioning cause (see Figure 3). Her analysis is animated by the puz-
zling regeneration of some but not all communist parties in East-Central 
Europe. Variation in the post-1989 success of the Czech, Slovak, Polish, and 
Hungarian communist parties is best explained, she argues, by variation in 
the resources possessed and strategies pursued by party elites. Preexisting 

Critical
Antecedent

Divergent
Outcome

Critical
Juncture

Decline of the Cotton
Economy (1930s-50s)

• Loss of national clout for
 southern agriculturalists

• Black migration north

• Weakened labor controls

• Black migration to cities

Political Opportunities

Nationalization of the
   “Negro question”
 Loss of northern elite
support for racial status quo
 Increase in the power of
 the Black vote

Indigenous Resources

Growing role of Black colleges,
black churches and the NAACP

Cognitive Liberation

 Increasing efficacy,
  collective attribution

Black Insurgency
(1961-1965)

Figure 2. McAdam on King Cotton and Black insurgency

 at UNIV OF NOTRE DAME on November 17, 2016cps.sagepub.comDownloaded from 

108. Mansfield and Pevehouse (2000) give a variety of mechanisms that could link
preferential trade agreements to reduce military conflict. Do a causal mech-
anism graph of their theory (like those in chapter 2 of Multimethod research,
causal mechanisms, and case studies, note that the core hypothesis is an inter-
action term between trade and PTA membership. A similar exercise can be
done with the causal mechanisms leading from common IGO membership
to less international conflict: “Indeed, a close look at various international
organizations indicates they may serve any of six functions: coercing norm
breakers; mediating among conflicting parties; reducing uncertainty by con-
veying information; problem-solving, including expanding states’ conception
of their self-interest to be more inclusive and long-term; socialization and
shaping norms; and generating narratives of mutual identification. (Russett
et al. 1998, 444–45). Discuss whether these “functional” arrows in the causal
mechanism diagram should be interpreted as causal.

109. Discuss the causal figures in Multimethod research, causal mechanisms, and case
studies, Weller and Barnes (2014) or Waldner (2014) from a DAG cross-case,
large-N, probabilistic perspective. Are these figures identified from a DAG
perspective (e.g., Morgan and Winship 2015). Does it matter from a within-
case causal inference perspective if they are not?

110. Grzymała-Busse (2007) is a core example in the causal mechanism chapter of
Multimethod research, causal mechanisms, and case studies: an integrated approach.
In my figure 2.4 of her theory “Robust competition” is constituted by three
mechanisms (1) moderation, (2) anticipation, and (3) cooptation. Discuss how
on might aggregate or combine these causal mechanisms (e.g., OR, AND,
addition). Mikkelsen (2017) uses Grzymała-Busse (2007) a core example in
his discussion of fuzzy logic case studies. Compare and discuss his version of
the mechanism of competition, e.g., Figure 2 and how he uses fuzzy logic to
combine the threemechanismswith the discussion in chapter 3 ofMultimethod
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research, causal mechanisms, and case studies: an integrated approach of the same
mechanism.

111. Different causal mechanisms and control variables. Sometimes it is not clear
whether something is a separate causal mechanism (e.g., separate X) or
whether it is part of some larger causal mechanism, i.e., an Mi factor. For
example, Simmons and Elkins (2004) in a widely cited article discuss various
mechanisms of policy “diffusion.” (I use the scare quotes because it is not
clear that they are all diffusion mechanisms, not other kinds of mechanisms,
e.g., market competition.) They contrast three theories aboutwhy states adopt
liberal economic policies. The first is via market competition, if competitor
nations are adopting liberal policies and the state adopts to compete in mar-
kets. A second mechanism is global norms about economic policies. A third
is learning from networks, successful states,or culturally similar states. There
are independent variables in their statistical model representing each of these
mechanisms. So should these independent variables be considered separate
mechanisms, e.g., separate Xi or Mi within a larger theory of diffusion?

112. The → in causal mechanism figures is often ambiguous. Sometimes it can
mean a noncausal relationship. What would be some situations where this is
the case?
Answer:
One set of situations iswhere the arrow is ontological or definitional in nature.
Another is game trees or other decisionmaking figures where the arrows
indicate different choice options.

Constraint mechanisms

113. Sufficient condition scatterplots such as the one below suggest that there is
potentially a floor below which observations cannot go below. Discuss the
two sufficient conditions in the scatterplots and contrast them with the one
nonsufficient condition one. Discuss the extent towhichpopular participation
in the initial stages of constitution making sets a floor for how democratic the
country can be later on. Note that this is one of the strongest findings book.

Next, we disaggregate the participation variable into convening, debating,
and ratifying stages in order to test an “origination” hypothesis predicting
that the first stage, convening, has the largest impact on democracy. We
confirm that participation at this earliest stage is most critical: democracy
improved in only 45 percent of cases that incorporated broad consultation
at debate and ratification stages, but not at the convening stage. Contrarily,
82 percent of the cases in our data that used popular convening, regardless
of popular participation in later stages, show such improvement. (Eisen-
stadt et al. 2017, 144
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114. Social constructivists frequently uses the term “permissive cause.” Typical
of social constructivists. Think Carpenter (2007) discusses agenda-setting in
terms of constraints and her causal mechanism figure, figure 1. p. 102. So
the absence of permissive condition explains why children of rape is not on
the agenda? What do the lines mean (i.e., not arrows). Do they just indicate
temporal ordering?

115. Discuss theRodrik (2007) figure below. Note that everything is conceptualized
as a constraint (see chapters 2 and 4 ofMultimethod research, causal mechanisms,
and case studies: an integrated approach). Which case studies would be useful?
Which ones does he do? Discuss the nature of the arrows – e.g., are they causal
– and the two-level structure of the causal mechanism. Could the arrows be
casually going up instead of down?

Movingdown the branches of thedecision tree is tantamount todiscarding
candidates for the most binding constraint on growth. The overarching
lesson from our theoretical analysis is that it is this constraint, once iden-
tified, that deserves the most attention from policymakers. (Rodrik 2007,
66)
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Moving down the branches of the decision tree is tantamount to
discarding candidates for the most binding constraint on growth. The over-
arching lesson from our theoretical analysis is that it is this constraint, once
identified, that deserves the most attention from policymakers. 

COUNTRY EXPERIENCES: IDENTIFYING

THE BINDING CONSTRAINTS

We now have a framework to think of growth diagnostics. In this
section we apply our approach to three countries with three very different
growth experiences: Brazil, El Salvador, and the Dominican Republic.

The first two countries have had lackluster growth in spite of quite
impressive reforms. The last had a sustained period of very rapid growth
triggered by rather modest reforms, but more recently has stumbled into a
financial crisis from which it has had difficulty extricating itself fully.

Both Brazil and El Salvador made major efforts at dealing with
their perceived problems during the 1990s. Brazil returned to democracy in
the 1980s, started opening up its economy in the early 1990s, stopped

Fig. 2.1. Growth diagnostics
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Concepts

116. Chubb (2022) presents a typology of assertiveness in the context of Chinese
militarized activities in East Asia, presented in table 7. He presents it as a
typology were different levels are qualitatively different from each other: “Hav-
ing distinguished these four qualitatively different types of assertive state
behavior in maritime disputes,” (Chubb 2020, 88, emphasis is mine). Discuss
whether there is in fact some underlying scale to the concept of the assertive-
ness. He hints there is by saying there is greater escalatory potential as one
moves down the types, so they are ordered in that sense. Would it be more
accurate to say these are levels of assertiveness. Could one draw a figure of
his concept this using the basic frameworkwith four defining dimensions and
then multiple indicators for each dimension?

117. “Criminal governance” is a huge issue in Latin American politics. Discuss
Lessing’s various conceptualizations of this concept, particularly within the
basic framework of the concept book. As with all two word–concepts, one
needs to define “criminal,” how does Lessing deal with this? Is it a subset
relationshipwith governance? Analysis his figure 7using the basic framework
for concept analysis.

118. Concepts often contain causal claimsaspart of their definitions. This occurs all
the time in law. Here is a standard definition of “DiscriminatoryHarassment”
used by the university of Notre Dame. Discuss how it is structured, and also
discuss how causal factors are part of the defining features (Thanks to Anibal
Pérez-Liñán for this exercise):

(1) unwelcome conduct
(2) that is based on an individuals or groups race, color, national origin,
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Table 7: Typologies and “qualitatively different”: military assertiveness

laws and regulations, diplomatic declarations, submissions to international au-
thorities, and changes in domestic administrative arrangements governing the
disputed area. Their signiªcance is evident in the fact that they frequently
prompt ofªcial protests from other states—and they typically stay in effect in
perpetuity unless actively renounced. But because they involve neither physi-

International Security 45:3 88

Table 1. Four-Way Typology of Assertiveness in Maritime and Territorial Disputes,
Mapped onto Existing Concepts

Types of Assertiveness Existing Concepts

Declarative
verbal assertions via non-coercive statements,
diplomatic notes, domestic legislation and
administrative measures, international legal
cases

gray-zone conºict (Green et al.;
Peterson); delay (Fravel); minimal
conºict (Huth)

Demonstrative
unilateral administration of disputed
possession: patrols, surveys, resource
development, construction of infrastructure,
state-sanctioned tourism or activism, domestic
judicial proceedings, and cooperative
agreements with third parties

Coercive
threat or imposition of punishment: may be
verbal, diplomatic or administrative, economic
punishment, warning shots, physical
interference with foreign activities in disputed
area

coercion (Schelling; Zhang);
political-diplomatic escalation
(Huth)

Use of force
application of military force or direct seizure
and occupation of disputed possession

use of force / escalation
(Fravel); brute force (Schelling);
compulsion (Sechser)

SOURCES: M. Taylor Fravel, Strong Borders, Secure Nation: Cooperation and Conºict in
China’s Territorial Disputes (Princeton, N.J.: Princeton University Press, 2008); Michael
Green et al., Countering Coercion in Maritime Asia: The Theory and Practice of Gray Zone
Deterrence (Washington, D.C.: Center for Strategic and International Studies, 2017); Paul
K. Huth, Standing Your Ground: Territorial Disputes and International Conºict (Ann Arbor:
University of Michigan Press, 1998); Michael Peterson, “The Chinese Maritime Gray
Zone,” in Andrew S. Erickson and Ryan D. Martinson, eds., China’s Maritime Gray Zone
Operations (Annapolis: Naval Institute Press, 2019) ; Thomas C. Schelling, Arms and
Inºuence (New Haven, Conn.: Yale University Press, 1966 [2004]); Todd S. Sechser, “Mili-
tarized Compellent Threats, 1918–2001,” Conºict Management and Peace Science, Vol. 28,
No. 4 (September 2011), pp. 377–401, doi.org/10.1177/0738894211413066; and “Cautious
Bully: Reputation, Resolve, and Beijing’s Use of Coercion in the South China Sea,” Inter-
national Security, Vol. 44, No. 1 (Summer 2019), pp. 117–159, doi.org/10.1162/isec_a
_00354.
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Figure 7: Criminal governance

context variation among COs may be more fruitful than
seeking universal criteria for comparison across contexts.
Moreover, by holding multiple factors constant, subna-
tional and submunicipal research designs can help iden-
tify CO-level factors that might explain such variation.

Legitimacy. If “legitimacy”—with its heavy normative
connotations—is a perennially contested concept with
respect to states, then “legitimacy in criminal governance”
may seem downright oxymoronic. Nonetheless, how
COs’ authority is viewed, and by whom, are critically
important questions. I distinguish two dimensions of
legitimacy—“bottom-up” and “top-down”—along which
CO governance may vary. The former understands legitim-
acy as flowing from the consent of the governed, the latter as
“officially sanctioned” by other power-holders, such as states
in the international system. Top-down views that discount
the agency of the governed can be deeply, and to some tastes,
“agreeably cynical” (Tilly 1985, 171), but these two
approaches need not be mutually exclusive. For example,
states’ decisions to confer legitimacy on one another might
depend on whether each has the consent of those it governs.
Both forms of legitimacymatter to criminal governance.

COs are, by definition, de-legitimated by states, who
outlaw and presumably combat them. This dearth of
top-down legitimacy—even more severe than that faced
by insurgencies—generally forecloses not only open

negotiation with states but virtually all direct engagement
in politics. Instead, COs may rely on more (top-down)
legitimate social actors like community leaders or NGOs
for mediation (Arias 2006), or simply turn to corruption
and anti-state violence to keep law-enforcement at bay. Yet
important variation in top-down legitimacy of COs within
settings may be detected. Arias (2017), for example, finds
that the relative legitimacy enjoyed by groups like Rio’s
police-linked milícias (who portray themselves as a “lesser
evil” than drug traffickers) leads them to engage more
actively in electoral politics, striking long-term agreements
with allied candidates.

Weber characterized bottom-up legitimacy as “volun-
tary submission” (1947, 324) in hopes of making it
empirically observable, but oppressed people may hide
their true feelings. Trying to assess whether civilians
meaningfully consent to their armed domination by crim-
inal organizations may seem particularly perverse. If, as
Wedeen argues, “conflation of legitimacy with acceptance,
acquiescence, consent, and/or obedience is problematic
for any political regime” (2015, xiv), then it is surely more
so for a criminal authority.

Still, the pragmatic question of how willingly subjects
comply with the rules and restrictions imposed is of
even greater importance to COs than states. Like states,
COs reap standard benefits from “voluntary submission”,
including less need for costly punishment of transgressors

Figure 3
Structure and basis of criminal authority: Charismatic-personalistic versus rational-bureaucratic

 Charismatic-Personalistic:
• Confederal structure among bosses
• Clan-like substructures under bosses
• Non-alienable property rights
• Arbitrary punishments
• Rhetorical emphasis on identity, loyalty
• Leaders’ personalities are prominent 

Rational-Bureaucratic:
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• Unified, hierarchical structure
• Standardized, replicated, rotating job posts
• Alienable property rights
• Graded, institutionalized punishments
• Rhetorical emphasis on universal norms
• Few well-known leaders or figures

Note: Charts adapted from Misse 2003 and Dowdney 2003 [CV]; and Godoy 2013 [PCC].
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ethnicity, religion, genetic information, age, disability, or veteran status
and
(3) that interferes with performance, limits participation in University
activities, or creates an intimidating, hostile, or offensive University envi-
ronment when viewed from the perspective of both the individual and a
reasonable person in the same situation.

Answer: Constitutive terms (2) and (3) involve two causal statements (about
the motivation for the conduct, and about the effects of the conduct).

119. It appears that the attraction of dichotomization is very strong. The V-Dem
project has addressed this particular strong demand (Lührmann et al. 2017;
Lindberg 2016). They have a dichotomization procedure which basically di-
vides the V-Dem scale at .5 to separate democracies from non-democracies.
They also introduce a five-level ordinal measure that breaks [0,1] into five
equal parts. However, they end up adding some additional necessary condi-
tion criteria which makes this dichotomization scheme a hybrid, combining
the basic linear V-Dem democracy scale with some necessary conditions.
Does the addition of these additional necessary condition requirements for
democracy imply a critique of the V-Dem measure in the sense that if the
basic measure were working correctly they would not need the additional
necessary condition criteria?

To qualify as a democracy, regimes have to fulfill at least a minimal level
of the prerequisites of the electoral democracy as captured by the EDI.
Based on Lindberg (2016: 90) we draw the line at a score of above 0.5 on
the EDI and introduce two additional necessary conditions: (1) de-facto
multiparty elections as indicated by a score above 2 on the V-Dem indi-
cator for multiparty elections (v2elmulpar-osp; 10 and (2) elections have
to be free and fair in sense of allowing at least for substantial competition
and freedom of participation as indicated by a score above 2 on the V-Dem
indicator for free and fair elections (v2elfrfair-osp). These two additional
necessary criteria ensure that the electoral core of democracy is at least
minimally achieved in all regimes classified as democracies. Compared
to merely taking a cut-off point on the EDI, our choice of adding two
additional criteria also helps to mitigate concerns that moving from con-
tinuous scales to categorical measures is a somewhat arbitrary decision
(see for example Bogaards (2010)). We consciously decided not to take
additional criteria from Dahl’s list of prerequisites as necessary criteria
in order to allow for weaknesses in one area to be balanced by strengths
in another area. . . . We operationalize liberal democracies by the same
criteria as electoral democracies, but they must additionally satisfy the
liberal principles of respect for personal liberties, rule of law, and judicial
as well as legislative constraints on the executive, as indicated by a score
above 0.8 on the V-Dem Liberal Component Index (v2x liberal). Electoral
autocracies fail to meet one or more of the above-mentioned criteria of
electoral democracies, but subject the chief executive to elections at least
a minimal level of multiparty competition as indicated by a score above
1 on the V-Dem multiparty elections indicator (v2elmulpar-osp). Closed
autocracies do not satisfy the latter criterion. (Lührmann et al. 2017, 9–10)

120. One of the huge problems with the dichotomization and mutually exclusive
typologies is the number of cases that lie on the gray zone between categories.
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V-Dem has a procedure for doing dichotomous measures (Lührmann et al.
2017). Using the analysis in the concept book, discuss how their analysis
misses some key issues and problems, particularly notable is the fact that
democracy is quite bimodal. Discuss what one should do with the cases that
could fall on either side of a typology boundary (the confidence interval for
the democracy value lies on the .50 boundary). Should one include a category
“cannot tell” for those country-years? How does the increasing occurrence
of democratic backsliding and competitive-authoritarian regimes, make this
problem significantly worse?

The level of ambiguity started increasing from around 1960 and has be-
come worse during the third wave of democratization. By 2016, almost
30 percent of all countries are in one of the ambiguous categories while
12 percent fall in the critical grey zone between democracy and autoc-
racy. . . . Table 2 compares the RIW measure to the other key measures
used in the literature. The third column shows that the rate of agreement
is relatively high, varying between 88.5 percent (CGV) and 93.1 percent
(WTH). Excluding cases that our typology qualifies as ambiguous, the
level of agreement varies between 91.7 percent (CGV) and 93.5 percent
(GWF). (Lührmann et al. 2017, 13, 15)

121. It is extremely common in the literature on the concept of democracy to
use the necessary condition concept structure. The very influential V-Dem
project often uses the language necessary conditions such as in the quote
below. In their figure 1 discuss the use of the + connecting the essential
electoral democracy center to the spokes of the wheel. If electoral democracy
were necessary condition what should one use instead of the +? Later in the
book they give an additive formula to get the overall democracy score. Use
the basic framework to do another version of figure 8?

The electoral principle has a special status in theV-Demconceptual scheme
as the sine qua non of democracy (see Figure 2.1). We would not want
to call a political regime without multiparty elections “democratic”. . . .
Because we regard electoral democracy as foundational, the other democ-
racy indices incorporate electoral democracy into their respective indices.
Following the conceptual logic presented in Figure 2.1. . . . The fact that
all varieties of democracy are fairly closely related raises the question of
whether we can move even one further level up in the tree of aggregation.
Is it possible to speak of “democracy” tout court, or “Big-D,” a combi-
nation of all five varieties of democracy for which V-Dem has collected
empirical measures? One possible such measure of course readily sug-
gests itself, namely to simply take the average across the five component
indices: (Coppedge et al. 2020, 32, 39, 127)

Answer: If it were truly a necessary condition in figure 8 they should use the
* to indicate multiplication instead of the +. One can redraw the figure using
the basic framework having addition andmultiplicaton at the secondary level.
It is not intuitive to get from their figure 2.1 to a mean formulation.

122. Campbell et al. (2021) develop a concept and measure of “personal secu-
larism” in their study of secularism in American politics. Draw the basic
framework figure this three level concept. Assign the questions that are in-
dicators to the various secondary level dimensions. Discuss the decision to
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Figure 8: V-Dem conceptualization of democracy and necessary condition struc-
tures

The electoral principle has a special status in the V-Dem conceptual scheme as
the sine qua non of democracy (see Figure 2.1). We would not want to call
a political regime without multiparty elections “democratic.” Here is where we
push back against the dictator Rafael Trujillo, who spoke of the Dominican
Republic as a neodemocracy; Hitler, who envisaged a Germanic
Führerdemokratie; Franco, who articulated his rule as organic democracy; and
communist regimes in Eastern Europe, which referred to themselves as people’s
democracies. These regimes were not democracies because they did not allow free
elections.

Having adopted a broad view of electoral democracy it is important
nonetheless to stress the limitations of this principle. We do not claim that it
encompasses all the meanings of democracy. There is more to democracy than
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use an additive substructure for both levels. It is the Redundancy Guideline
relevant? Contrast the three level concept–measure with their latent variable
statistical model.

To create our Personal Secularism Index we have consulted the expansive
body of writing espousing secular social and political thought, includ-
ing the work of social theorists such as George Jacob Holyoake (1871),
Immanuel Kant (1781 [1999]), and David Hume (1777 [2014]); the recent
volumes by “new atheists” such as Richard Dawkins (2006), Sam Har-
ris (2005), and Christopher Hitchens (2007); and the statements of belief
found on the websites of secular organizations such as the American
Humanist Association (AHA) and the International Humanist and Eth-
ical Union (IHEU). Based on these sources, we have distilled three core
principles common among Secularists. One core principle is a commit-
ment to science and objective evidence as the basis for understanding the
world. For example, Kant contends that “everything in theworld happens
solely in accordance with laws of nature . . . we have nothing but nature
in which we must seek the connection and order of occurrences in the
world” (1999, 485). In Humanism and Its Aspirations, published in 2003,
the AHA contends that “knowledge of the world is derived by observa-
tion, experimentation, and rational analysis.”. . . . A second core principle
of secularism is the view that only human experience and knowledge
provide the proper basis for comprehending reality and making ethical
judgments – in other words, “humanism.” . . . . A third core principle of
secularism is “freethought,” the idea that human development and un-
derstanding should be based on logic and reason, rather than received
authority, dogma, or tradition.
We measure secular beliefs with a series of questions that gauge support
for these core secular principles: the degree to which a respondent’s
perspective is informed by sources other than the supernatural (a term
we use nonpejoratively). The core of our secular beliefs scale consists
of eight statements, to which our respondents indicated their level of
agreement.. . . . To minimize response set bias, the questions were not all
worded in the same direction. Five of the statements are worded to affirm
secular perspectives: (1) Factual evidence from the natural world is the
source of true beliefs, (2) The great works of philosophy and science are
the best source of truth, wisdom, and ethics (3) To understand the world,
we must free our minds from old traditions and beliefs (4) When I make
important decisions in my life, I rely mostly on reason and evidence (5)
All of the greatest advances for humanity have come from science and
technology The other three statements represent the rejection of secular
values: (6) It is hard to live a good life based on reason and facts alone
(7) What we believe is right and wrong cannot be based only on human
knowledge (8) The world would be a better place if we relied less on
science and technology to solve our problems. . . . While the scales of
nonreligiosity and personal secularism created using confirmatory factor
analysis are the most methodologically sound, they correlate highly with
simple additive indices (over .95). Therefore, in most cases we opt to use
the additive indices, although in every case the results would be nearly
identical with the scales created from confirmatory factor scores. The
exception is in Chapter 5, where we examine how nonreligiosity, personal
secularism, and a variety of political orientations are related to one another
over time. For the models in that chapter, we employ the measurement
error correction afforded by confirmatory factor analysis. If other scholars
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use our measures of personal secularism – which we hope they will – an
additive index will suffice for nearly all purposes. (Campbell et al. 2021,
27–28, 36)

123. Campbell et al. (2021) developa concept andmeasure of “personal secularism”
in their study of secularism in American politics. Draw the basic framework
figure this three level concept. Assign the questions that are indicators to the
various secondary level dimensions. Discuss the decision to use an additive
substructure for both levels. It is the Redundancy Guideline relevant?

To create our Personal Secularism Index we have consulted the expansive
body of writing espousing secular social and political thought, includ-
ing the work of social theorists such as George Jacob Holyoake (1871),
Immanuel Kant (1781 [1999]), and David Hume (1777 [2014]); the recent
volumes by “new atheists” such as Richard Dawkins (2006), Sam Har-
ris (2005), and Christopher Hitchens (2007); and the statements of belief
found on the websites of secular organizations such as the American
Humanist Association (AHA) and the International Humanist and Eth-
ical Union (IHEU). Based on these sources, we have distilled three core
principles common among Secularists. One core principle is a commit-
ment to science and objective evidence as the basis for understanding the
world. For example, Kant contends that “everything in theworld happens
solely in accordance with laws of nature . . . we have nothing but nature
in which we must seek the connection and order of occurrences in the
world” (1999, 485). In Humanism and Its Aspirations, published in 2003,
the AHA contends that “knowledge of the world is derived by observa-
tion, experimentation, and rational analysis.”. . . . A second core principle
of secularism is the view that only human experience and knowledge
provide the proper basis for comprehending reality and making ethical
judgments – in other words, “humanism.” . . . . A third core principle of
secularism is “freethought,” the idea that human development and un-
derstanding should be based on logic and reason, rather than received
authority, dogma, or tradition.
We measure secular beliefs with a series of questions that gauge support
for these core secular principles: the degree to which a respondent’s
perspective is informed by sources other than the supernatural (a term
we use nonpejoratively). The core of our secular beliefs scale consists
of eight statements, to which our respondents indicated their level of
agreement.. . . . To minimize response set bias, the questions were not all
worded in the same direction. Five of the statements are worded to affirm
secular perspectives: (1) Factual evidence from the natural world is the
source of true beliefs, (2) The great works of philosophy and science are
the best source of truth, wisdom, and ethics (3) To understand the world,
we must free our minds from old traditions and beliefs (4) When I make
important decisions in my life, I rely mostly on reason and evidence (5)
All of the greatest advances for humanity have come from science and
technology The other three statements represent the rejection of secular
values: (6) It is hard to live a good life based on reason and facts alone
(7) What we believe is right and wrong cannot be based only on human
knowledge (8) The world would be a better place if we relied less on
science and technology to solve our problems. . . . While the scales of
nonreligiosity and personal secularism created using confirmatory factor
analysis are the most methodologically sound, they correlate highly with
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simple additive indices (over .95). Therefore, in most cases we opt to use
the additive indices, although in every case the results would be nearly
identical with the scales created from confirmatory factor scores. The
exception is in Chapter 5, where we examine how nonreligiosity, personal
secularism, and a variety of political orientations are related to one another
over time. For the models in that chapter, we employ the measurement
error correction afforded by confirmatory factor analysis. If other scholars
use our measures of personal secularism – which we hope they will – an
additive index will suffice for nearly all purposes. (Campbell et al. 2021,
27–28, 36)

124. In general it is not recommended to define via negation. This typically raises
the serious possibility of significant heterogeneity in the “not” population.
Discuss this issue using the concept of “noncontrolled comparison” which
is the central topic of Rethinking comparison: innovative methods for qualitative
political research (Simmons and Smith 2021) The authors of the anthology are
mostly interpretivist but there might be other kinds of methodologies which
are noncontrolled but which are also not interpretivist. See the question in
the LNQA section, page 23, which raises this possibility.

125. A very difficult design decision in constructing concepts is whether to include
potential causes or effects of the concept in the concept itself. Diamond and
Morlino (2004, 2005) discuss various dimensions of the “quality” of democ-
racy. Some of these might be better thought of as potential causes or effects of
democracy. For example, they discuss how equality or education is important
in the concept of a high-quality democracy. Discuss the various advantages
and disadvantages of including dimensions such as equality or education in
the concept of (quality of) democracy. Similarly, one can think about the ef-
fects of democracy: do Diamond and Morlino include effects in the concept
of quality of democracy that would be independent variables in important
analyses where democracy is a key dependent variable?
Answer:
One problem with the Diamond and Morlino book is that it is purely about
the quality of democracy. There is no sense inwhich this concept is embedded
in some theoretical or empirical program looking at the causes or effects of
democracy. If one wants to discuss the causes of democracy (or quality of
democracy) one should think hard before including potential independent
variables in the concept itself. Also, they define a quality democracy as one
with effective rule of law and effective administrative outputs. To what extent
does onewant to define democracy quality in terms of quality of bureaucracy?
Would it be better to keep these as separate concepts? Thiswaywe can explore
the causal relationships between the two.

126. Discuss how it is possible that Moyn (2012) can survey the historiography of
human rights without talking about democracy at all, i.e., the word does not
appear in the review article. What does the absence of democracy in the dis-
cussion mean about the concept of human rights guiding Moyn’s discussion?
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127. There is often overlap between closely connected concepts. Should one worry
about this or attempt to make them separate? For example, overlap occurs
regularly between various conflict concepts such as coups and civil wars:

While we have gone to great lengths to assure that coups are not conflated
with other forms of anti-regime activity in our dataset, there is no guar-
antee that scholars coding other events have excluded coups in theirs. For
example, we have identified 38 events within the Uppsala/PRIO dataset
and 4 events in the Correlates of War (Sarkees, 2000) internal conflict
dataset that are best described as coups. Scholars who use these datasets
to operationalize civil wars should be wary of including these events.
(Powell and Thyne 2011, 256).

128. Negations or negative poles often are tricky, particularlywhen there is concept
asymmetry. Discuss the claim at the end of the following quote about two
“direct opposites,” particularly in the light of the claim that populism has
three core dimensions:

Beyond the lack of scholarly agreement on the defining attributes of pop-
ulism, agreement is general that all forms of populism include some kind
of appeal to “the people” and a denunciation of “the elite.” Accordingly, it
is not overly contentious to state that populism always involves a critique
of the establishment and an adulation of the common people. More con-
cretely, we define populism as a thin-centered ideology that considers society
to be ultimately separated into two homogeneous and antagonistic camps, “the
pure people” versus “the corrupt elite,” and which argues that politics should
be an expression of the volont gnrale (general will) of the people. . . . [T]here
are at least two direct opposites of populism: elitism and pluralism. . . .
Populism has three core concepts: the people, the elite, and the general
will. (Mudde and Kaltwasser 2017, epub 38, 44)

129. Concepts are frequently asymmetric, e.g., democracy–autocracy. These is true
for the concept pair healthy–ill. Discuss this in the context of defining health
as the absence of disease:

In a series of essays published in the 1970s, Christopher Boorse developed
a powerful analysis of the theoretical notion of health—that is, the concept
of health that is of concern topathologists andphysiologists. Inhis original
essays, Boorse took health to be the absence of “disease,” where disease is
understood in awide sense that includes injuries and disabilities. To avoid
confusion, he has changed his terminology (but not his view) and now
takes health to be the absence of pathology. In Boorse’s view, whether
a physical or mental state constitutes a pathology does not depend on
judgments about how good that state is for people. Boorse defends a
naturalistic, nonnormative view of pathology and health. . . . There is a
large literature concerning the concept of health, most of which is critical
of Boorse’s view. (Hausman 2015, 8)

130. Use the basic concept framework to simplify this complex weighting system.

Most systems of health measurement define health states in terms of a
small number of easily observable levels, along some small number of di-
mensions. The dimensions have been functional capacities, such as vision
or cognition; consequences of multiple physical and mental capacities,
such as “self-care”; and subjective states, such as pain or anxiety. So, for
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example, the Health Utilities Index, Mark 3 (HUI(3)) has eight dimen-
sions: vision, hearing, speech, ambulation, dexterity, emotion, cognition,
and pain. Even with only eight dimensions, if one allows several grada-
tions along each dimension, the number of distinguishable health states
becomes very large. The HUI(3) distinguishes five or six levels along each
dimension for a total of 972,000 health states. . . . Once health economists
have a classification of health states, such as the EQ-5D or the HUI(3),
they need to assign numbers to health states that measure the value of
the health state and (once one takes into account time) of health. Health
economists call these numbers “qualityweights.” To quantify health states
requires assigning quality weights to the health state vectors defined by a
health-state classification system or to some set of sequelae of diseases and
injuries. The health classification system determines themagnitude of the
measurement task. . . . the HUI(3) requires assigning quality weights to
972,000 health states. (Hausman 2015, 36–37)

Answer:
Instead of considering five or six levels for each secondary level dimension
create a semantic transformation for each dimension and then decide the
weights for each of the five or six secondary level dimensions.

131. The Redundancy Guideline stresses that redundancy can be problematic be-
tween concepts particularly closely related concepts. Discuss this solution to
the problem of redundancy or conceptual overlaps between transparency and
democracy. This arises because by definition good democracies are transpar-
ent. Discuss also the relationship between tautology and redundancy.

The study of transparency and its relationship with democracy is fraught
with difficulties, one of which is the possibility of tautology. While we are
concerned in our study with the transparency of policymaking and, more
specifically, with the dissemination of information, the broad concept of
transparency also applies to a full range factors that affect information
flow within a society. Transparency thus pertains to questions of who
rules, how governments might be replaced, and, indeed, how elections
are contested in countries that fill key offices through an electoral process.
In other words, transparency may pertain to the very question of whether
one can call a political regime “democratic.” . . . The analytical tension is
obvious: if democracy is, by definition, transparent, then the degree to
which governments enjoy and promote obfuscation is simply a measure
of their nondemocraticness. . . . We thus employ aminimalist definition of
democracy. Following Schumpeter (1942) and more recently Przeworski
et al. (2000), we define democracy as a regime in which the executive
and the legislature are both filled by “contested elections.” . . . . We
therefore employ a similarly narrow definition of “transparency.” . . . We
thus explicitly distinguish the transparency of the electoral system from
policy transparency (Hollyer et al. 2011, 1192–93; redundancy solution
and conceptual tautology)

132. Discuss the claim about bounded versus unbounded scales in Morris’s The
measure of civilization how social development decides the fate of nations. How
does this relate to the Ideal Type Guideline. Clearly fuzzy logic semantic
transformation transformations always have a maximum 1.0. How serious
critique of that approach is this?
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It [HDI] could, up to a point, be used to measure change through time
by simply comparing a single country’s score in each annual report, but
because the maximum possible score is always 1.0, the HDI does better at
charting a nation’s relative position within the world at a single point in
time than atmeasuring diachronic changes in development levels. (Morris
2013, 28)

133. Discuss this (dubious) claim in a standard textbook on measurement in
medicine:

Only unobservable constructs require a measurement theory. For observ-
able characteristics, it is usually obvious how the items contribute to the
construct being measured and no measurement theory is required. We
illustrate this with a few examples. Physical activity can be characterized
by frequency, type of activity and intensity. To obtain the total energy
expenditure we know how to combine these items. Moreover, for some
research questions we are only interested in certain types of physical ac-
tivity or only in the frequency of physical activity. To assess the severity of
diarrhea, a clear example of an observable characteristic, fecal output can
be characterized by frequency, amount and consistency. Another example
concerns comorbidity, which is characterized by the number of accompa-
nying diseases, the type of diseases or organ systems involved, and the
disease severity or the disability or burden they cause. However, if we
talk about comorbidity burden, we move in the direction of unobservable
constructs. (Vet et al. 2011, 17)

134. The Ideal Type Guideline is a central one for concept construction. This
can mean “conceptual creep” as the conceptual scale expands. Discuss the
implications, causal and conceptual of such creep as well as the intension–
extension implications of such creep. Why might having a clear semantic
transformation be critical in this process?

As it turns out, abstract concepts can creep, too. For example, in 1960,
Webster’s dictionary defined “aggression” as “an unprovoked attack or
invasion,” but today that concept can include behaviors such as making
insufficient eye contact or asking people where they are from (1). Many
other concepts, such as abuse, bullying, mental disorder, trauma, addic-
tion, and prejudice, have expanded of late as well (2). Some take these
expansions as signs of political correctness and others as signs of social
awakening. We take no position on whether these expansions are good or
bad. Rather, we seek to understand what makes them happen. Why do
concepts creep? (Levari et al. 2018, 465)

135. Draw the figure that corresponds to this concept of ‘ international court au-
thority” and discuss the dimensions and structure.

Our measure of de facto IC [international court] authority has two key
components: (1) recognizing an obligation to comply with court rulings
and (2) engaging in meaningful action pushing toward giving full effect
to those rulings. This is a conjunctive standard that is assessed by ex-
amining the practices of the relevant actors. A simple public statement
that a judgment is legally binding is, without more, inadequate. Equally
insufficient is conduct that happens to conform to a judgment. . . . Our
framework identifies five types of de facto authority that correspond to
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the practices of different IC audiences, which we illustrate with examples
from the empirical chapters of this book. . . . Figure 2.1 displays the three
levels of de facto authority as nested, suggesting that a court first gains
narrow, then intermediate, then extensive authority. But as we explain in
the discussion that follows, we intend no teleology by this diagram. The
three circles of de facto authority may not be nested; an IC could have
extensive authority but lack narrow and intermediate authority. (Alter et
al. 2018, 29, 31, 33, 34)

136. Do classic Mafia protection rackets count as terrorism?

Terrorism is the premeditated use or threat of use of extranormal vio-
lence or brutality by subnational groups to obtain a political, religious,
or ideological objective through intimidation of a huge audience, usually
not directly involved with the policy making that the terrorists seek to
influence. (Enders and Sandler 2002, 145–46)

Answer:
Because the Mafia has an economic goal it is not terrorism, because it is not
“political, religious, or ideological objective.” If we added “ economic” to
the list (sometimes it does appear in definitions of terrorism) then the Mafia
would be a terrorist group. Would it be better to define terrorism in terms of
“non-economic” goals?

137. The Redundancy Guideline raises the issue of semantically redundant versus
empirically correlated. Discuss this issue in the context of HDI and similar
indicators, for example:

On the other hand, redundancy in the three dimensions of the HDI was
also pointed out right after its introduction. In this respect, McGillivray
(1991) disclosed a significant andpositive correlation between eachdimen-
sion index. While supporting this finding, Ivanova et al. (1999) further
demonstrated that the overall HDI rankings did not change significantly
even if measured either by life expectancy only or by the combination of
the other indicators. This point was echoed later by Cahill (2005) who
thus reached the conclusion that the HDI is not sensitive to the weights
employed. By contrast, McGillivray and White (1993) found redundancy
in all countries but not within the same group of countries. This result
was also proved by Noorbakhsh (1998c). While interpreting the high
correlation in all countries as a sign of internal consistency rather than
redundancy, Kovacevic (2011) further revealed that the lower two groups
in the HDI category differed between themselves and from the upper two
in terms of the correlation structure. (Hirai 2017, 85)

138. A key issue in the three-level framework is whether the same data-indicators
can be used for different secondary-level dimensions. See how this occurs
in “Measuring the rule of law”: “A careful examination of the nine factors
reveals two facts. The first is that there is a partial overlap among sub-factors;
that is, a sub-factor can simultaneously belong to different factors at once.
This is simply to reflect the fact that various rule-of-law dimensions partially
overlap in practice” (Botero and Ponce 2011, 16).

139. See the same issue of the same data-indicators in multiple dimensions in
Dahl’s (1971) famous conceptualization of democracy.
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I. Formulate preferences:
A.Freedom to form and join organizations
B. Freedom of expression
C. Right to vote
D. Right of political leaders to compete for support
E. Alternative sources of information
II. Signify preferences
A. Freedom to form and join organizations
B. Freedom of expression
C. Right to vote
D. Eligibility for public office
E. Right of political leaders to compete for support
F. Alternative sources of information
G. Free and fair elections
III. Have preferences weighted equally in conduct of government
A. Freedom to form and join organizations
B. Freedom of expression
C. Right to vote
D. Eligibility for public office
E. Right of political leaders to compete for support
F. Alternative sources of information
G. Free and fair elections
H. Institutions for making government policies depend on votes and other
expressions of preference

140. Race is notoriously a problematic concept. Discuss the history and method-
ology of determining race in the US Census. What are the normative im-
plications of this? What is the aggregation principle behind the “one-drop
rule”?

The constructed, contradictory, and fickle nature of US racial classification
is exemplified in the revisions of census categories. Since its inception in
1790, the decennial US census has counted the population by race/color.
For much of the censuss history, race was assigned to individuals by an
enumerator, characterized as unchangeable, and racemixturewas ignored
entirely. Yet, between 1850 and 1920, racial fluidity was acknowledged,
and periodically enumerated with specificity, via fractional mixed-race
categories: mulatto (half-black), quadroon (one-quarter black), and oc-
toroon (one-eighth black). By 1930, these categories were removed, and
mixed-race blacks, as well as individuals of mixedwhite-Asian parentage,
were subjected to the one-drop rule and categorized with their minority
race. (Davenport 2020, 223)
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141. The well-known UCDP data projects have the goal of basically mapping all
forms of armed conflict, both domestic and international. Discuss the extent
to which their typology is mutually exclusive and exhaustive. How is this an
application of the Redundancy Guideline? Why is this critical for core UCDP
goals.

Organized violence 1989–2017 For the third year running, the annual up-
date from UCDP presents trends in not only state-based armed conflict,
but also non-state conflict and one-sided violence. The three categories are
mutually exclusive and can be aggregated as ‘organized violence’. They
also share the same intensity cut-off for inclusion – 25 fatalities in a calen-
dar year. State-based armed conflict includes violencewhere at least one of
the parties is the government of a state, that is, violence between two states
and violence between the government and a rebel group. An example of
the former is the border conflict between Ethiopia and Eritrea, while the
conflict between the Taliban and the Afghan government is an example of
the latter. Non-state conflict, on the other hand, is the use of armed force
between two organized groups, such as rebel groups or ethnic groups,
neither of which is the government of a state. Examples include fighting
between the Islamic State (IS) and Tahrir al-Sham in Syria, aswell as the in-
terethnic fighting between the nomadic pastoralist Fulani and the mainly
agriculturalist Mambila in Nigeria. Finally, one-sided violence covers vi-
olence by the government of a state or by a formally organized group
targeting unarmed civilians. Recent examples include the CPI-Maoist
targeting civilians they consider enemies of their struggle, and the gov-
ernment of Kenya killing protestors following elections. (Pettersson and
Eck, 2018, 535; see https://www.pcr.uu.se/research/ucdp/definitions/)

Answer:
A core UCDP goal is to give an survey the amount of armed conflict in the
world. This is essentially adding up all the various kinds of armed conflict
into a total. Therefore the categories need to be mutually exclusive so there
is no doublecounting. In fact, the addition of new datasets to the UCDP is
probably working toward the goal of completeness. This might be signaled
by the change in the name of the yearly data articles to “Organized violence”
in 2016 “What we now call ‘state-based armed conflict’ was called just ‘armed
conflict’ in our earlier publications.” (Melander et al. 2016)

142. Compare Rawls and his typology of war with UCDP.

Rawls distinguished between different types of wars in order to define the
principles thatwould best apply in each case. The initial typology found in
his lecture notes proposes nine kinds: 1. Wars between existing via states
(WW I + II) 2. Civil wars (of social justice) within via states or society
(French Rev); 3. Wars of secession of minorities within region: American
Civil War. 4. Colonial Wars of secession (from Empire): Algerian War;
American Rev War? 5. Wars of intervention (humane intervention) 6.
Wars of national unification (War of Roses; Tudors) 7. Wars of conquest,
of Empire (Wars of Rome). 8. Wars of Crusade, religious or secular 9.
Wars of national liberation (in present sense); guerilla wars (Armitage
2017, 335)
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143. One of the obvious problems with definitions and conceptualization is when
the concept being defined also appears in the definition. This is not uncom-
mon with various “peace” concepts, such as “peacebuilding.” Barnett (2006)
illustrate this:

Although peacebuilding is generically defined as external interventions
that are designed to prevent the eruption or return of armed conflict,
there are critical differences among actors regarding its conceptualization
and operationalization. This article surveys and analyzes twenty-four
governmental and intergovernmental bodies that are currently active in
peace building in order to, first, identify critical differences in how they
conceptualize and operationalize their mandate and, second, map areas
of potential concern. (Barnett et al. 2006, 36)

See Table 1 with definitions, almost all include peace in the definition.

144. Vabulas and Snidal (2013) define an “Informal IGO”:“We thus define an
IIGO as: 1. An explicitly shared expectation—rather than a formalized
agreement—about purpose 2. With explicitly associated state “members”
who 3. Participate in regular meetings but have no independent secretariat or
other significant institutionalization such as a headquarters and/or perma-
nent staff.”
A core guideline in chapter 3 is to get a list of the defining features. This is
closely related to coding rules for generating data sets. Discuss this list and
how you might modify it to make it clear more complete. For example, a key
feature is no permanent or independent secretariat. This should probably be
an independent dimension. Later in the discussion it is clear that in fact there
is usually some organizational basis for these informal organizations so that
the key feature is in fact that it is not an independent secretariat. Also, one
might want to explicitly require that there is no legally binding treaty that
constitutes the organization, rather than a mere parenthetical remark. What
is the implicit concept structure?
Answer:
Probably as with most data sets the concept structure is the necessary and
sufficient condition one. Here is a reformulation:

(a) No legally-binding treaty or agreement that constitutes the organization.
(b) No independent secretariat or headquarters.
(c) Regular meetings.
(d) Shared expectation of purpose
(e) States form the core membership
(f) Nonstate actors can be involved (this is important since the COW IGO

list does not allow nonstate actors to be members of IGOs)
(g) At least two members.

145. Legalism is an important concept in international international relations.
What is the opposite of legalism? For McCall Smith (2000) according to
table 1 it is diplomacy? Discuss this negative pole choice. What about “not-
legalistic”?
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146. It is possible to develop a definition or conceptualization based on cases
that individuals or research communities identify as being exemplars of that
concept. For example, one might develop a concept of populism based on
countries, leaders or parties that are called populist in the literature. “Third,
it uses the concept of political style to discern inductively the features of
populism as a political style. This is done by examining twenty-eight cases of
leaders from across the globe who are generally accepted as populists (that is,
labelled as populist by at least six authors within the literature on populism),
and identifying what links them in terms of political style.” (Moffitt 2016, 27
epub)
Discuss how thismight lead to “minimal conceptualizations.” Which ofMill’s
methods is one basically using here?
Answer:
Basically one is usingMill’smethod of agreement to find the common features
of all cases labeled as populist. Then implicitly one will probably assume that
those necessary features are also jointly sufficient.

147. Discuss the use of the logical OR the following conceptualization of “extreme
group.” For example, consider extreme nonviolent action, e.g., Gandi.

So persons or movements may be called extreme because their views are
far out of the mainstream on some issue, or because they use violence
to further their goals, or because they are rigid and intolerant of other
points of view. A group can be extremist if it has only one of these
features. Some movements – Al Qaeda is a good example – have all
of them. Indeed, this is not surprising, because, as we will show, the
latter two characteristics, the predilection for violence and the tendency
toward rigidity and intolerance, canbederived from thefirst characteristic.
(Wintrobe 2006, 6, my emphasis)

What about “extreme” left nonviolent campaigns? Is violence a requirement
for an extreme group, or is ideology sufficient?

148. The Polity measure of democracy has a code of –77 for cases where there is no
effective government, e.g., complete state failure. Some conceive of this as a
problem of missing data and hence want to estimate the value. For example,
sometimes these are given a value of 0 on the polity –10 to 10 scale. Discuss
whether coding regime type requires that there actually be a government.

149. Call (2010) discusses the literature on the important and large concept of
“failed state.” He argues that there are three large secondary-level dimensions
to this concept conceptualized by three “gaps”: (1) capacity gap, (2) security
gap, and (3) legitimacy gap. He shows that these gaps are not very correlated:
“Moreover, the three security gaps produce remarkably different rankings
of countries of the world.” (p. 309). He sees this as a negative finding for
the concept of a failed state. Discuss the underlying correlational view of
concepts that he is drawing on. How could this non-correlation be a positive
thing from a definitional point of view?
Answer:
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He works on the correlational or indicator view that all the dimensions–
indicators of a concept should be correlated. A definitional viewworks on the
notion that each definitional part should be different. Hence it is a positive
feature that these dimensions are not in fact correlated, because they are in
fact different dimensions of the failed state concept.

150. Fordham (2011) logs all independent and dependent variables. The key in-
dependent variable is size of country which is a major cause of major power
status, the dependent variable. Explore what logging does when the data
include both very small and very large countries.

151. The new “Democracy Barometer” (Bühlmann, M. et al. 2012) is a large project
whose goal is to conceptualize and measure the “quality of democracy.” It is
a very complicated concept with at least 4 levels. It is an interesting example
of a hybrid concept structure. Discuss where necessary condition ideas are
used in the aggregation and when family resemblance is used.

152. One potentially large issue is what might be called “conceptual endogeneity.”
This is where a secondary-level dimension is part of the dependent variable
and also considered as an independent variable. There has been an explosion
of studies of elections in hybrid democratic regimes. Should these elections
be considered a cause of democratization? Does this conflict with the fact
that freer and more competitive elections will change the democracy score
of the country by definition? For example, “Scholars also disagree about the
role of elections in promoting democratic change. (p. 12) While a familiar
indicator of democratic progress, we must remember, electoral turnover does
not always support democratic development. (p. 13) These issues lead to a
final and more fundamental concern about attributing too much democratic
influence to elections” (Bunce and Wolchik 2011, 14). See also Gandhi and
Lust-Oskar (2009) who discuss at length the causal effects of elections on
authoritarianism.

153. Recently statisticians have become much more concerned with problems of
“unit homogeneity.” Here is Henry Brady defining the idea:

We shall make the transformation of YB(1, 0) into YA(0, 0) in two steps
which are depicted on Table 10.9. If A and B are identical and ZA and ZB
[Z is the treatment] are identical as well(footnote: By saying that ZA and
ZB have to be comparable, we mean that ZA � 0 and ZB � 0 are the same
thing and ZA � 1 and ZB � 1 are the same thing.) (although we haven t
indicated how this might be brought about yet) it might be reasonable to
suppose that: YB(1, 0) � YA(0, 1), [Identicality of units and treatment or Unit
Homogeneity]. That is, A and B are mirror images of one another so that
the impact of ZA � 1 and Z � 0 on B is the same as the impact of Z � 0
and Z � 1 on A. (Brady 2008, 258)

Analyze how valid concepts are critical to the existence of unit homogeneity.
Answer:
Holland (1986) says “unit homogeneity” means that units are prepared care-
fully “so that they ‘look’ identical in all relevant aspects” (Holland 1986, 948).
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Tobe “identical”means that the conceptmust produce identical units, A and B
in the Brady analysis. If a study looks at all “states” then the conceptualization
of state means that there are no casually important differences in “stateness.”
Treatments, Z in the Brady analysis, also are assumed to be homogeneous.

154. Use the following quote to discuss the importance of predictive power in
terms of evaluating a measurement model or concept. Contrast this with an
approach which stresses the semantics and content of the test items.

The g factor is an artifact of linear correlation analysis. A theorem of
Suppes and Zanotti (1981) informs us that for any vector of test scores
from an achievement test, it is possible to construct a scalar latent factor
such that, conditional on the factor, test scores are independent. The g
factor exists for any vector of binary, finite-valued, or countably valued
random variables. The g of conventional psychometrics is a product of
mathematical conventions in factor analysis. A g also exists to account
for correlations among test scores. That is a mathematical theorem of
no behavioral consequence for psychometrics or for finance, another field
addicted to factor models. The value of g in predicting behavior is the
real test of its importance. There is much evidence that it has predictive
power. (Heckman 1995, 1105)

155. Cheibub et al. (2010) is a review and updating of the Alvarez et al. and
Przeworski et al. well-known measure of democracy. They strongly critique
the polity measure and the Freedom House for their aggregation schemes
and the large number of ways the scores on the secondary-level dimensions
produce the same value on the basic level:

Regarding aggregation, for each of the ten categories in the political rights
checklist and the 15 categories of the civil liberties checklist, coders assign
ratings from zero to four and the points are added so that a country can
obtain a maximum score of 40 in political rights and 60 in civil rights.
With five alternatives for each of ten and 15 categories, there are 510 =
9,765,625 possible ways to obtain a sum of scores between zero and 40 in
political rights, and 515 = 30,517,578,125 possible ways to obtain a sum of
scores between zero and 60 in civil liberties. . . . In all of these cases, the
aggregation rules are arbitrary. (Cheibub et al. 2010, 75)

While their dichotomous coding scheme with three “categories” does not
produce the same huge option of possibilities, the same issue arises in their
coding scheme. Explain how the aggregation issue arises in their measure.
Are their aggregation rules “arbitrary?”
Answer:
While Cheibub et al. do not think of their coding rules as involving an ag-
gregation procedure, they certainly do. They use the necessary and sufficient
condition one. While there is only one way to be coded as a democracy, i.e.,
one on all the rules, there are multiple ways to be coded as a zero. Assuming
four rules there are for example, (0,0,1,0), (1,1,0,0), (0,0,0,0), etc. ways to be a
dictatorship. In short there are 24 − 1 � 15 ways to be a “dictatorship.”

156. Alvarez, Przeworski, Cheibub, Vreeland, and Gandhi who are all active work-
ing together on the concept and data on regime type have a clear preference
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for the term “dictatorship” as the opposite pole to democracy. In contrast,
scholars using the polity data prefer the term “autocracy” or “authoritar-
ian.” Is there anything of theoretical or conceptual importance at stake in this
terminological difference?

157. One of the best ways to find out about concepts is via the codebook for
datasets. Sometimes reading the codebook provides some surprises about
the concept (and hence the data) that most users are probably not aware of.
An example of this phenomenon are theGTD terrorismdata (CETIS 2007), the
standard dataset for the study of terrorism. If one reads the GTD codebook
the problematic nature of the concept is acknowledged in the introduction,
but almost all the codebook is about the data. To find out what the GTD
concept of terrorism actually is one must read an appendix! As an exercise
I recommend that one read the codebook and outline what you think that
concept of terrorism used is. I think you will then be surprised by the content
of the appendix.

158. In the international relations there is a growing literature on what is called
the “capitalist” peace (e.g., see the special issue of International Interactions
2010(2)). This literature usually has two goals, (1) so show that capitalist
countries are less likely to have militarized conflicts, and (2) capitalism is
more important than democracy in reducing conflict. Discuss what is the
concept of “capitalism” used in these various studies. Then discuss what are
the actual quantitative indicators used. How do they match up? Could you
thinkof better indicators or tests? When left-wing, e.g., socialist or communist,
critics discussed “capitalism” how was their meaning of capitalism different
from the capitalist peace literature? DiscussMcDonald (2010) and the various
forms of the concept of capitalism from the beginning of the article and how
they are implemented the quantitative analyses at the end.
Answer:
If you look at the Gartzke, Mousseau, and McDonald pieces (in the Inter-
national Interactions special issue) “capitalism” is discussed in terms of (1)
economic development, (2) (free) markets, (3) contract intensive economies,
(4) integration into the global economy, (5) financial openness, (6) degree of
property owned by government, (7) free trade and (8) government nontax
revenues.
Most of these are either too narrow (e.g., government nontax revenues, finan-
cial openness) or different (e.g., integration into world economy which is not
directly about the domestic economy, e.g., oil-exporting states).
One might reasonably define capitalism as a “market-based” economy. There
seem to be at least two reasonable ways one might go about operationalizing
this. First, one might contrast communist/socialist countries as a dummy
variable against all other types. Another way to think about this is to con-
sider the amount of economic activity in a country that goes through the
government, which might be operationalized as government expenditures as
a percentage of GDP (ideally this would be government at all levels).
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McDonald (2010) is a good example of the conceptual and operational prob-
lems of this literature. He starts with general claims about the “capitalist”
peace. Then he moves to a claim that capitalist economies have less “public
property.” One might think that public property is property owned by the
government. This would then include land, highways, military bases, build-
ings, etc., not tomention financial capital assets (both at home and abroad). In
practice, i.e., quantitative analyses, he uses nontax revenue of the government.
This variable seems to be quite distant from the starting point of capitalism.

159. Draw the three-level figure that corresponds to Levitsky and Way’s (2010
Appendix I) concept of “competitive authoritarianism.”

160. Concepts with adjectives, e.g., competitive authoritarianism, often confuse to
two quite different issues. Sometimes they mean regions in the middle of a
continuum as is often the case with democracy. They can also two separate
concepts that are put together, which is the classic use, e.g., “pet fish.” He and
Warren (2011) illustrate this potential confusion. The concept they propose is
“deliberative authoritarianism” which they discuss in the context of hybrid
regimes. However, they argue that “deliberation” is separate from “democ-
racy”: “If deliberation and democracy are distinct in theory – the one a kind
of communication, the other a distribution of powers to decide – they have
often been distinct in practice as well. . . . These observations can be ideal
typed. If deliberation is a phenomenon different in kind from democracy,
then (in theory) it might combine with non-democratic (authoritarian) distri-
butions of power. We illustrate the ideal types in Table 1, where the terms
“authoritarian” and “democratic” refer to the relative dispersion of means of
empowerment (dispersion, by implication, provides more opportunities for
the affected to exercise power), while communication can vary from “instru-
mental” to “strategic” and “deliberative.”. The combinations produce five
familiar types, and one unfamiliar type, deliberative authoritarianism” (He
and Warren 2011, 273). Analyze the difference between middle of the con-
tinuum and the separate concept approaches in dealing with concepts with
adjectives.

161. While scholars often use the “ideal type” to think about concepts there
is virtually no methodological literature on building ideal types. He and
Warren (2011) illustrate some of the issues of trying to do ideal type con-
cepts with two dimensions:“we then develop the ideal type of deliberative
authoritarianism—a regime style that makes frequent use of authoritarian
deliberation. In developing this ideal type, we depart from much of the liter-
ature on hybrid regimes (He andWarren 2011, 270). If one thinks about about
“deliberation” as a separate concept (see the question above) consider their
view of the extreme positive pole of “deliberative authoritarianism” (e.g., Ta-
ble 1, 273). Is it is really the extreme for deliberation? (Hint: think about the
positive extreme for deliberation for democracy).
Answer:
If one thinks of deliberation as a concept in its own right the ideal type,
i.e., positive pole, should continue for at least one more column. Certainly
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good deliberative democracy includes more deliberation than deliberation
in authoritarian regimes like China. Since the authors focus on ideal type
which is a combination of authoritarianism and deliberation, they naturally
want to stop the scale at the end of the authoritarian row, without considering
deliberation as a concept in its own right. Hence it would be less natural
to have an empty cell at the end of the second row which is high quality
deliberation which one would naturally have to include if one wanted to
include the positive pole of deliberation for democracy.

162. Adjectives are often used to distinguish among subtypes. Discuss Rathbun’s
(2011) use of “qualitative” to distinguish between different types of multilat-
eralism; for example, “RH1: State preferences for qualitative multilateralism
will be accompanied by preferences for organizations with a smaller number
of members.” Discuss the other type which is “quantitative” multilateralism.

163. Gandhi and Lust-Oskar (2009) review the literature on “authoritarian elec-
tions.” Discuss this interesting example of a concepts and adjectives. Fair or
competitive elections are of course part of the definition of democracy. Pre-
sumably their absence is a requirement for an authoritarian regime. Do such
cases fall into the gray zone between democracy and authoritarianism?

164. There is an extensive cognitive psychology literature on the use of prototypes
in categorization (see Murphy (2002) for a nice review). The basic idea is that
people (not social scientists) often think about concepts via prototypes. For
example, the concept of a “bird” is based on prototypical birds, e.g., sparrows.
It is less clearwhether social science concepts should or are based onprototype
models of concepts. Shadish, Cook, and Campbell (2002; essentially the
3rd edition of the classic Cook and Campbell) provides an example where
concepts (aka “constructs”) are discussed using the prototype idea. Discuss
the use of prototypes in social science. Are they different from ideal types?
Contrast prototypes with concepts based on defining, essential features (a
common contrast in the cognitive psychology literature).

165. Colaresi et al. (2007) in their prominent work on the concept of “strategic
rivalries” argue (chapter 6) that there are two types of rivalry “positional”
(i.e., roughly competition in the regional or global system) or “spatial” (i.e.,
over territory). Table 6.1 argues that there is a continuum frompure positional
to pure spatial, i.e., the “spatial–positional continuum.” Discuss whether one
continuumwith the two combined would be better than two continuums one
for each type of rivalry going from presence to absence on each continuum.

166. Abbott, Keohane, Moravcsik, Slaughter, and Snidal (2000) published a very
influential article on “The concept of legalization.” This article could serve
as a good example for the discussion of concepts. (1) Draw a diagram that
represents the three-level structure of their concept. The three secondary-
level dimensions are quite clear and the indicators are given in various tables.
(2) What is the structure that they implicitly use to connect secondary-level
dimensions and indicators? (3) Thinking about the negation of a concept is
important; what about the negations given in figure 1 as well as table 1? (4)
“Delegation” (table 4) might be separated into two, or even three, separate
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dimensions? Are “dispute resolution,” “rule-making” and “implementation”
part of the higher level concept of “delegation?” (5) In the delegation dimen-
sion the concept of “binding” appears frequently, but is also central to the
“obligation” dimension. Is this a problem?
Answer:
It seems like the implicit structuring used at both levels is the family resem-
blance one. There is not much sense that any of these are necessary. There are
potentially other negations that could be used in figure 1, such as “nonbind-
ing” for obligation. For precision it is interesting that the positive pole uses the
term “rule”while the negative pole uses the term “norm.” Delegation is prob-
lematic because it includes both implementation and arbitration. In terms of
figure 1, “international court” suggests third-party dispute settlementmecha-
nism and so the oppositemight be bilateral agreements. Much of the problem
with delegation is that this is where most of the organizational dimensions of
legalization appear; but it is not obvious that one would lump administra-
tive, monitoring, and sanctioning organizations together with courts (i.e., one
would not do this in an analysis of domestic governance and legal systems.)
Also missing is a potential dimension about who makes international rules,
e.g., states, United Nations, IGOs, etc.

167. Gates et al. (2006) reformulate a new three dimensional concept of democracy
using polity and Vanhanen. They use a cube to think about their concept of
democracy, anocracy, and autocracy. In their statistical analyses they use a
dichotomous coding of democracy, autocracy, and anocracy. How could they
have used continuous [0,1] variables for each of these?

The ideal types also include polities that are close to the corners. As the
cube in Figure 1 defines a space, it is possible to examine the distances
within this space. In order to classify a regime as either Ideal or Incon-
sistent, the distance from the point given by the polity’s coordinates to
the eight corners and the midpoint of the cube is calculated. A regime
is defined as Democratic or Autocratic if it is closer to either of the ideal
type corners of the cube than to the other corners or the midpoint. The
Democratic ideal type will hence include observations that are closer to
the corner [1, 1, 1]. Since it is the distance from the democratic corner that
defines the ideal type, scores close to 1 on one of the dimensions to some
extent offset low scores on the other dimensions. The autocratic ideal type
includes all polities that are closer to the autocratic corner than any of
the other reference points. All polities that are not coded as Autocratic or
Democratic are coded as Inconsistent. For the 1800–2000 and 1900–2000
periods the respective distributions of the three types of polities were as
follows: Autocratic (43%, 39%), Democratic (14%, 17%), and Inconsistent
(43%, 44%). (Gates et al. 2006, 898, note that they conceptualize the three
dimensions this with the cube).

Answer:
Using the cube they can calculate three distances for each data point in the
cube: (1) the distance to (1,1,1) which would be the democracy score, (2) the
distance to (0,0,0) which would be the autocracy score, and (3) distance to
(.5,.5,.5), this distance will have to be normalized to be in the [0,1] range.
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168. Volgy et al. (2008) is a nice example of an implicit three-level concept structure.
Draw a figure of the concept. What are the dimensions and the structural
principles used at each level?

169. In literature on the concept of ethnicity, perhaps the biggest problem is defin-
ing the secondary-level dimensions that are used to conceptualize ethnicity.
Some commonly used dimensions are religion, language, and race. Discuss
what the complete list should be. Should it include factors like class or ideol-
ogy?
Answer:
Here is one answer: “What is ethnic identity? Since the publication of
Horowitz’s (1985) Ethnic Groups in Conflict, there has been a convergence
among comparative political scientists on which identities we classify as eth-
nic. For Horowitz, ethnicity is an umbrella concept that “easily embraces
groups differentiated by color, language, and religion; it covers ‘tribes,’ ‘races,’
‘nationalities,’ and castes” (Horowitz 1985, 53). Much of the recent theoretical
literature on ethnic politics explicitly follows this umbrella classification (e.g.,
Varshney 2002, Chandra 2004, Htun 2004, Wilkinson 2004, Posner 2005). Even
more importantly, the four principal datasets on ethnic groups that constitute
the foundation for cross-national empirical studies of the effect of ethnic iden-
tity in comparative politics – the Atlas Narodov Mira (Bruk and Apenchenko
1964), Alesina et al.’s (2003) dataset on ethnic groups in 190 countries, a
comparable count of ethnic groups in 160 countries (Fearon 2003), and the
Minorities at Risk project (http://www.cidcm.umd.edu/inscr/mar/) – also
generally employ this umbrella classification. Only some quibbles remain on
the margin about whether castes should be excluded (e.g., Fearon 2003) or
retained (e.g., Bruk & Apenchenko 1964, Varshney 2002, Chandra 2004, Htun
A 2004, Wilkinson 2004, Posner 2005) and whether region and clan should be
included.” (Chandra 2008, 397–98)

170. ForGerman speakers. Opp (2005) is a very raremethods textbook thatdevoted
significant attention to concepts – most textbook only look at measurement; it
is also a rare textbook that devotes a whole chapter to teaching logic –most re-
search design and methodology textbooks do not discuss this at all. In Opp’s
discussion of concepts (chapter 4) he distinguishes between (1) “Analytische
operationalisierung” and (2) “empirische operationalisierung.” Discuss the
extent to which (2) corresponds the the standard latent variable model of con-
cepts and (1) corresponds to what the concept book calls ontological concepts.

171. Concept asymmetry appears in various contexts. In survey research there are
often major differences depending on the how the question is worded. For
example, a classic article by Rugg in 1941 found differences of up to 20 per-
cent of two questions “that seem logically equivalent.” (Holleman 1999, 210),
“Should the USA forbid public speeches against democracy” versus “Should
theUSApermit public speeches of democracy.” Oneof themainhypotheses in
the literature is that there are different scales for the two responses. Holleman
expresses this clearly: “The main issue is whether questions worded differ-
ently, although conceptually equivalent, measure similar attitudes (a test of
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the different attitudes hypothesis) and, if so, whether the similar attitudes are
expressed on similar scales (the different scales hypothesis)” (Holleman 1999,
213). She finds empirical support for the two scales hypothesis.
Using semantic transformations discuss whether these the response of yes
to one question is the equivalent to the answer of no on the other. Does
your answer suggest that perhaps fuzzy logic scaling or concepts would be
appropriate here.
Answer:
Concept asymmetrymeans that “poor”doesnotnecessarily equal “notwealthy.”
Hence it might be the case that “not forbidden” is not necessarily equivalent
to “permitted.” The fact that empirically two scales are found might suggest
that a fuzzy logic approach might be better.

172. The GTD (global terrorism database) database (CETIS 2007) uses a hybrid
concept of terrorism involving 3 necessary conditions and then 2 of 3 other
conditions for an incident to be considered terrorist. (1) Discuss whether vari-
ous kinds ofMafia violence could be considered terrorism under this concept.
(2) Discuss if nonviolent demonstrations would count. (3) One important as-
pect of concept construction is considering the negative pole or phenomenon
that do not fall under the concept. The coding manual implies that insurgency
is different from terrorism, e.g., “Appendix A: guidelines for differentiating
between insurgency and terrorism,” but it does not define or conceptualize
“insurgency”; how might this be an issue in studying terrorism and, say,
civil war? (4) Discuss the secondary-level dimension “violates international
humanitarian law of war.”
Answer:
Mafia activities could count because while they fail on one of the 2 out of 3
conditions (economic motives only) they can fufil the other two conditions.
Also there are coding categories for “criminal groups” (p. 32).
“Pacifist”/Anti-War is one possible category of terrorist group.
In addition to appendix A there is a variable “alternative designation” for
incidents which are not considered terrorist, which include categories “Insur-
gency or guerilla action,” and “Internecine conflict action.” It is not at all clear
what the relationship is between terrorism, insurgency, state breakdown, and
civil war.

173. Democracy is a key variable in the theories about civil war. Vreeland (2008)
discusses how the polity coding of anocracy is problematic for this use. Ex-
plain why these problems make sense given the original goals of the polity
concept (Gurr 1974).
Answer:
Gurr (1974) was interested in the stability of regimes, and by consequence
regime change or viability. A country in civil war can be considered and
coded as nonstable.
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174. The concept of “civilian power” engages the nature of foreign policy in coun-
tries like the EU and Japan (e.g., see Maull et al. 2006; Smith 2006). Discuss
how the adjective “civilian” works in this concept. For example, how does it
modify the concept of power? Also discuss the role of the negative pole in
this concept.
Answer:
Civilian is clearly discussed as the opposite of “military.” Note that many
discussions of power would include nonmilitary forms of power.

175. Somekey concepts are basicallydefined in anegativeway (e.g., see exercise 174
on “civilian” power). A good example of the issues involved is the debate
over the “democratic deficit” in the EU (see Moravcsik 2002; Follesdal and
Hixs 2005). One seems to be taking away dimensions from the concept of
democracy. In practice “democratic deficit” is often defined without a clear
concept of democracy. Discuss the (implicit) concept of democracy used by
various authors. Is it defendable or common as a stand-alone concept of
democracy?

176. There is a very large literature in American politics on the concept and mea-
surement of racism, and it is a topic that arouses much controversy: “Is white
opposition to policies driven by racial prejudice or is it grounded in race-blind
ideological principles?” (Feldman and Huddy 2005, 168; this is first sentence
of the article). There aremany aspects of this debate of interest regarding con-
cepts. (1) One interesting aspect is the variety of terminology, such as “overt
prejudice,” “new racism,” “racial resentment,” “old-fashioned racism,” and
“symbolic racism.” In addition there are related concepts such as “prejudice”
and “discrimination.” In particular the use of adjectives is of interest: dis-
cuss the issues and implications of the use of the concept “symbolic racism”
(e.g., Tarman and Sears 2005) as a particular use of adjectives. Notice as well
the relevance of the negation guideline given in the use of adjectives. (2)
The negation guideline suggests that much can be gained by focusing on the
opposite concept. Much of the debate revolves around the the concept of a
“principled conservatism” which argues against policies such as affirmative
action but which is not racist (Sniderman et al. 1996). One could focus on that
concept instead of directly on racism. For example, if one is principled then
those principles should apply across groups by gender and sexual orientation
and not just race. (3) It is important to think about causal relationships in
concepts. One might suggest that, at least in the case of the south, principled
conservatism is a consequence of racism, given that race was a central com-
ponent of Southern culture and politics for centuries. See Quillian (2006) for
a nice survey of the political science, sociology, and psychology literatures.

177. One serious issue with dichotomous data is the potential for serious hetero-
geneity in the zero or one category. This is particularly likely to be a problem
in zero category. The issue of heterogeneity arises almost by definition with
nonordered, categorical data. For example, quantitative studies of interna-
tional conflict that look at the outcome dispute variables that have anywhere
from 3 to 9 categories. Often these can be reduced to settlement/compromise,
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win, draw. If the focus is, say, settlement or compromise then there is a ten-
dency to code that as one and lump win and draw together as zero. Discuss
the merits of this procedure. What would be alternatives?
Answer:
Lumping all these together in the zero seems particularly dubious when the
causal mechanisms producing these zeros are likely to be quite different.
Within the context of the conflict literature and the militarized disputes
dataset, it might make sense to just include draw/stalemate as the contrasting
case since this constitutes often 70+%of the zero cases (e.g., Goertz et al. 2005).
This choice could well be brought into the research design and theory if the
research were interested in making specific causal contrasts.

178. Typically, one attacks theoretically and empirically concept issues from the
positive pole first. However, sometimes it might make sense to really focus on
the negative. For example, the concept of “judicial independence” is key in
the literature on comparative judicial systems and democratization. Evaluate
Larkins (1996) proposal to focus on the dimensions of judicial dependence as
the best way to attack the problem. Also, discuss whether the necessary and
sufficient condition or family resemblance approach makes more sense.
Answer:
The answer to the second question about concept structure informs the re-
sponse to the first. Typically, there are many ways in which governments can
make judiciaries dependent. Usually you only need one to remove judicial
independence; i.e., using the contrapositive of the necessary and sufficient
condition structure means that the absence of all the means of judicial depen-
dence is sufficient for judicial independence.

179. Sometimes the “positive” pole of interest is itself defined in negative terms.
The concept of an “antisystem party” has a long history in comparative pol-
itics, notably Sartori (1976): “a party that would change, if it could, not the
government, but the system of government” (cited in Capoccia 2002, 18).
Discuss the problems of defining what the “system” is that forms the posi-
tive pole. Frequently, “system” means “democracy.” Capoccia (2005, 2002)
discusses two types of antisystem parties one “ideological” and the other “re-
lational.” Relational means distant and extreme parties in ideological space.
Discuss the relationship between “anti” in terms of the ideological space of
the parties versus the characteristics of the political system itself. Howwould
a family resemblance perspective on democracy be more problematic than a
necessary and sufficient condition one in looking at system as democracy?
Answer:
See Capoccia (2002) for an extended discussion. (1) Inherently it is going
to be hard to define what the “system” is. (2) One party could be distant
ideologically from the center and not be opposed to the system of government
itself. (3) Using the necessary and sufficient condition view of democracy
makes it easier to think about antisystem parties since if they are opposed to
any secondary-level dimension of democracy then it is an antisystem party.
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180. In many debates the role of the negative pole plays a key role. One important
point in the debate between Duffield (2003) and Koremenos et al. (2003) is
the role of “centralization” in the study of international institutions. What is
the opposite pole? What would be the opposite pole in the study of domestic
institutions?
Answer:
Duffield and Koremenos et al. assume that the opposite pole of centralization
is “delegation;” for example, “Duffield makes a good point in stating that
greater focus on delegation may provide a way to further refine the concept
of centralization, because delegation and centralization are indeed closely
related” (Koremenos et al. 2003, 434).
It is likely that within the literature on domestic institutions design (e.g.,
constitutions), the opposite pole would be “federalism.”

181. A key issue when creating concepts is their eventual theoretical and policy
usage. Of great policy importance today is the concept of “indigenous people”
(see Corntassel 2003 for an excellent review of different concepts). Clearly, one
policy goal is protect indigenous peoples. Discuss how this influences one’s
definition. Notice thatmany important international organizations such as the
UN, ILO, and the World Bank have developed definitions that have practical
and legal import.

182. Describe the three-level structure of Dasgupta’s concept of human well-being
or destitution (Dasgupta 1990; Dasgupta and Weale 1992). What is its struc-
ture? What are the relative weights attached at the indicator and secondary
levels?
Answer:
The structure is very similar to the one used by Schmitter for corporatism,
since it uses the sum of the ranks. The secondary-level level variables such as
“health,” “education,” “wealth”will not be equallyweighted in general unless
they have the same number of indicators. More generally, is it reasonable to
ranking literacy equally with per capita income?

183. Milner and Kubota (2005) discuss a number of important issues regarding
concepts and measurement. (1) Discuss their measure of “open/closed trade
regimes.” What is the strategy used for building the measure? (2) Contrast
this with their concept(s) of “economic crisis.” What is the strategy used for
building these measures? Would it be better to have one or two economic
crisis variables? What impact or role does the information that the two crisis
variables are not correlated (i.e., r � .01) have on your argument?
Answer:
See Milner and Kubota (2005, 122–24). For the open/closed trade regime
variable they use a family resemblance strategy by applying the m-of-n rule:
if one of the four secondary-level factors is present then the variable is coded
one. Milner and Kubota probably separated out the two economic crisis
variables because of their low correlation.
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184. ExamineDoner et al.’s concept of the “developmental state” (Doner et al. 2005,
Table 1) and draw a figure of their three-level concept.

185. Przeworski and his colleagues have proposed an influential concept andmea-
sure of democracy:

Operationally, a regime was classified [dichotomously] as a democracy if
none of the four rules listed below applied . . . .
Rule 1: Executive selection: the chief executive is not elected.
Rule 2: Legislative selection: the legislature is not elected.
Rule 3: Party: there is no more than one party. Specifically, this rule
applies if (1) there were no parties, or (2) there was only one party, or (3)
the current tenure in office ended up in the establishment of a nonparty
or one-party rule, or (4) the incumbents unconstitutionally closed the leg-
islature and rewrote the rules in their favor.
Rule 4: Type II error: a regime passes the previous three rules, the incum-
bents held office in the immediate past by virtue of elections for more than
two terms or without being elected, and until today or the timewhen they
were overthrown they have not lost an election. (Przeworski and Limongi,
1997, 178; see also Alvarez et al. 1996, Przeworski et al. 2000, chapter 1)

Rule 4 (called “Alternation” in Przeworski et al. 2000) only applies if “a
regime passes the previous three rules.” Would anything change in the final
dichotomous democracy codings if we just considered this a fourth rule?
Explain.
Answer:
Nothing would change in the final dichotomous democracy coding. Because
failure on any rule, including rule 4, eliminates the country as a democracy
nothing is gained (except perhaps time) in the overall democracy coding by
applying rule 4 only when a country passes rules 1–3.

186. An important concept in the study of international conflict is that of the
“similarity” of regime types. One central hypothesis is that international
conflict is more likely between dissimilar regimes. One can compare two
countries on their level of democracy in at least two ways with a multilevel
democracy concept: (1) via the similarity of the secondary-level dimensions
or (2) via the similarity of the basic-level measure. Discuss if one procedure
is more valid than the other.
Answer:
Similarity comparisons at the level of secondary-level dimensions with neces-
sary and sufficient condition structures are not valid because the claim is that
the absence of one dimension makes the a country a nondemocracy, indepen-
dent of what is happeningwith other secondary-level dimensions. In general,
similarity should be addressed at the basic level not using secondary-level di-
mensions because using secondary-level dimensions ignores how the concept
is structured (see Bueno de Mesquita et al. 2005 for an extensive justification
for examining the secondary-level dimensions individually).

187. One important guideline for concept-building is to think about the negative
pole. Esping-Anderson (1990; 1999) focused attention on three “worlds” of
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welfare capitalism, which has informed 15 years of research. This view of the
welfare state has threedimensions (1) socialist, (2) liberal, and (3) conservative.
Evaluate Hicks and Kenworthy’s argument that instead of three dimensions
there are two with (2) being the negative pole of (1):

we can characterize and differentiate welfare states in terms of the “pro-
gressive liberalism” and “traditional conservatism” of their policies and
programs. The first of these two dimensions is fairly novel. It rearranges
Esping-Andersen’s separate social democratic and liberal dimensions into
two poles of a single dimension. (Hicks and Kenworthy 2003, 51).

188. There exists numerous measures of corporatism (see Siaroff 1999 or Kenwor-
thy 2003 for surveys). Examine Cameron (1984) who uses a hybrid measure.
What is the concept model that leads to hybrid measures?

189. Explicitly contrast Schmitter’s concept of corporatism with his concept of
pluralism. To what extent is pluralism strictly the negation of corporatism?

190. One important issue is redundancy across indicators or dimensions. The
CIRI measure and state on human rights violations has four categories of
violation: (1) torture, (2) political imprisonment, (3) extrajudicial killings, (4)
disappearances. Cingranelli and Richards propose a quantitative measure
where each of the four dimensions gets 0–2 on the level of violations in a
given country in a given year; their final score is the sum of the scores of
the four dimensions. Thus the worst performing states score 8, and the least
human rights violating states get 0.
Woods and Gibney (2009) critique the CIRI scale because it would count the
torture, political imprisonment, anddisappearanceof a single individual three
times. How could you reformulate the structure to deal with this critique?
Answer:
Rescale the data so that (1) (i.e., torture) gets 0 or 2 points, (2) gets 0 or 4
points, (3) gets zero or 6 points, and (4) (i.e., disappearances) gets zero or 8.
If the data fit perfectly the Guttman assumption, then if a country-year gets is
scored for disappearances, it would have all levels (1)-(3) and hence a total of
either. With the new scoring system it would also have a score of eight.
The logic is then not to count multiple acts against an individual person
separately but to only count themost severe act of physical integrity violation.

191. Often the issue of dichotomous versus continuous lies hidden in conceptual
discussions. Vu’s discussion of the analysis of the state makes a distinction
between “variables” and “attributes.” How does the issue of dichotomous
dimensions seem to lie in the distinction between the two?

Weber defines it [the state] as “a human community that (successfully)
claims the monopoly of the legitimate use of physical force within a given ter-
ritory.” Later students of the state have modified this definition some-
what but the essential elements remain the same. Tilly defines states as
“coercion-wielding organizations that are distinct from households and
kinship groups and exercise clear priority in some respects over all other
organizations within substantial territories.” For this definition he means

94



to include city-states, empires, and theocracies and to exclude tribes, lin-
eages, firms, and churches. “National states” are a subset of states that
are relatively powerful, centralized, and differentiated sovereign organi-
zations. Levi offers a more restrictive definition than Tilly: “a state is a
complex apparatus of centralized and institutionalized power that concen-
trates violence, establishes property rights, and regulates society within a
given territory while being formally recognized as a state by international
forums.” These later definitions avoid such terms as “monopoly” and “le-
gitimate,” perhaps because these are seen as variables, not attributes. (Vu
2010,164–65; Levi 1982, 40makes the samedistinction between “variables”
and “elements of a definition.”)

Answer:
“Variables” are continuous dimensions, while Vu seems to assume that “at-
tributes” and dichotomous. One could certainly think that all the attributes
of a state discussed in this quote are continuous.

192. The topic of concepts with adjectives arises with great force in thinking about
the EU as a state. Scholars talk about Westphalian, regulatory, post-modern,
regional, international, e.g., (Caporaso 1996). Analyze these various concepts
in terms of their coverage of cases the degree to which they are subsets of a
Weberian concept of a state. Should one think of the EU in terms of a gray
zone? Discuss how the conceptualization of the EU as a state influences your
view of the “stateness” of the members.
Answer:
One potential solution is to consider the EU and itsmembers as “quasi-states.”
Basically, in some areas such as trade the EU acts like a sovereign state. In
other areas the members retain sovereign control. Hence both the EU and its
members are in the gray zone.

193. For some important concepts like “democracy” and “peace” scholars have
attached the adjective “stable.” In early work (e.g., 1960s) this was common
for democracy, but the “stable” adjective was dropped until people began to
work on democratic transitions. In contrast, it is still very commonly used to
denote a high level of peace (e.g., Kacowicz and Bar-Siman-Tov 2000). What
is a potential problem with using stable as an adjective?
Answer:
In the early literature on democracy and the literature on peace, often stable
oftenmeans “high level.” Formany “stable peace” and “positive peace”mean
the same thing. It useful to distinguish between the level of a variable and
how stable the phenomenon is at any given level. This is not a problem in the
literature on democratic transitions since the emphasis is really on stability.
See Goertz et al. (2016) for a survey of the literature on the concept of peace.

194. Terrorism is a big policy as well as scientific issue. There are a large variety
of different adjectives attached to the concept “terrorism” including interna-
tional, transnational, state-sponsored, state, domestic, political, revolutionary.
In making sense of this one must consider how the adjective is modifying the
terrorism concept. Related to this is that many of the adjectives involve the
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negative pole of a dichotomous concept, e.g., state versus nonstate. Analyze
the conceptual issues involved in defining terrorism, with or without adjec-
tives. Discuss how the decisions one makes can have a significant impact on
case selection. For a survey of different concepts of terrorism see for example
Crenshaw (1972), Gibbs (1989), Held (2003).

195. Sometimes the ideal point is not at the end of the scale but in the middle
somewhere. Analyze the concept of “judicial (in)dependence” as an example
of this. See Larkins (1996) for a review of the literature.
Answer:
Typically, one wants the courts to be not completely unresponsive to elected
officials. At the same time the courts cannot be completely submissive to these
officials. Hence the ideal point is some degree of independence but also the
possibility that judges can be removed by elected officials. Also, there are
typically legislative mechanisms for overriding some judicial decisions.

196. It was suggested in the concept book that hybrid concepts – with some neces-
sary and some facilitating conditions – might be good for idea types. Is this
what Diamon and Morlino are suggesting?

The five essays that follow are part of a collaborative effort, launched at
a conference at Stanford University, to elaborate and refine the concept of
democratic quality and to apply it to a series of six paired country compar-
isons. We asked each author to discuss a particular dimension of the qual-
ity of democracy such as freedom, the rule of law, vertical accountability,
responsiveness, and equality (our own list, and by no means exhaustive).
We wanted each author to explain how the dimension in question relates
to other dimensions in our framework, to suggest possible indicators for
measuring the dimension, to identifyways inwhich this element of demo-
cratic quality is subverted in the real world, and to offer (where possible)
policy recommendations. Our full framework features eight dimensions:
the five outlined above, plus participation, competition, and horizontal
accountability. Other dimensions might include transparency and the ef-
fectiveness of representation. The different aspects of democratic quality
overlap, however, and we choose to treat these latter two as elements of
our principal dimensions. We attempt here to identify some of the ways
in which the different elements of democracy not only overlap, but also
depend upon one another, forming a system in which improvement along
one dimension (such as participation) can have beneficial effects along
others (such as equality and accountability). At the same time, however,
there can be trade-offs between the different dimensions of democratic
quality, and it is impossible to maximize all of them at once. In this sense
at least, every democratic country must make an inherently value-laden
choice about what kind of democracy it wishes to be. Talk of a “good” or
“better” democracy implies knowing what democracy is. At a minimum,
democracy requires: 1) universal, adult suffrage; 2) recurring, free, com-
petitive, and fair elections; 3) more than one serious political party; and 4)
alternative sources of information. If elections are to be truly meaningful,
free, and fair, there must be some degree of civil and political freedom
beyond the electoral arena so that citizens can articulate and organize
around their political beliefs and interests. Once a country meets these
basic standards, further empirical analysis can ask how well it achieves
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the three main goals of an ideal democracy–political and civil freedom,
popular sovereignty (control over public policies and the officials who
make them), and political equality (in these rights and powers)–as well
as broader standards of good governance (such as transparency, legality,
and responsible rule). (Diamond and Morlino 2004, 20–21)

197. How does Sartori view the question of sufficiency in conceptualization and
concept structure? See also Collier and Levitsky (1997) for the same question.
Answer:
He focuses his attention on the minimal necessary conditions and does not
explicitly make claims about sufficiency. In one footnote he explicitly rejects
sufficiency ideas. Collier and Levitsky make no claims about sufficiency and
focus only on the minimum requirements for democracy.

198. In the example showing that extension can increasewith extensionwith family
resemblance concepts, the book used a constant “half or more” rule. In
practice, it seems to be case that as the total number of possible characteristics
increases that the threshold does as well. For example, one might use 2 out of
4, but when the total is 10 the rule might be 7 out of 10. Discuss the validity
of this tendency. What are the implications in terms of extension?
Answer:
It seems like there is some intuition that when the total number of characteris-
tics increases that extension is likely to increase (as demonstrated in the text).
To keep the extension in line, the threshold is thus increased.

199. One part of the conventional wisdom is that measures of democracy are
highly correlated. It may be the case that this high correlation masks signifi-
cant disagreement, particularly in the gray zone. Bogaards finds big potential
differences between concepts and measures of democracy for African cases.
Contrast Bogaards’s (2007) examination of African data with Treier and Jack-
man’s (2008) discussion of errors in measurement. Where do each see the
biggest problem of measurement error?
Answer:
Bogaards almost by definition looks at only gray zone cases, i.e., elections
in Africa. His analysis suggests that there can be major differences between
democracymeasures. In contrast, Treier and Jackman argue that there is most
uncertainty at the ends of the authoritarian–democracy scale; measurements
are most accurate in the middle (i.e., the gray zone). Bogaards analyses imply
that uncertainty and error are more likely in the middle.

200. A key assumption in multidimensional concepts is that the various means
of achieving a given aggregate level are equivalent (e.g., 2+3 and 4+1 are
really the same). What is one criterion for defending equivalence? Bueno de
Mesquita et al. (2005) provides a very good discussion of these issues.
Answer:
One common criterion for equivalence is similar causal effect in some key
hypotheses. Bueno de Mesquita et al. (2005) illustrates this.
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Semantic transformations, calibration

201. Discuss how one might do semantic transformations of both the independent
and dependent variable in Henke’s analysis of multilateral cooperation in
military coalitions. On the dependent variable side how would that compare
to do doing three different dichotomous analyses for three ordinal levels of
the dependent variable? Howmight one use some descriptive statistics to get
a sense on how to scale the independent variable of “diplomatic embedded-
ness”? Would an S-curve transformation make sense?

I now add to this range of independent variables a new variable: diplo-
matic embeddedness. I operationalizediplomatic embeddednessby count-
ing all bilateral and multilateral institutional ties the United States has
established with a foreign country at the date of intervention. As men-
tioned in the preceding chapter, I define diplomatic embeddedness as the
cumulative number of bilateral and multilateral diplomatic ties that con-
nect a country dyad. Since most of these ties are the result of bilateral
or multilateral agreements that a country dyad entertains, such a coding
choice seems reasonable. Data on cumulative joint international organi-
zationmembership come from the International Governmental Organiza-
tion (IGO)Dataset. Data on cumulative bilateral cooperation treaties come
from the World Treaty Index. . . . Lake uses “coalition participation”—a
binary variable—as the dependent variable. In this newanalysis, I attempt
to provide greater detail. Therefore, I use three dependent variables: (1)
a binary variable set to one if a country participated at all in a specific
U.S.-led coalition; (2) a binary variable set to one if a country deployed
at least a company-sized contingent (minimum one hundred troops); and
(3) a continuous variable accounting for the exact number of troops de-
ployed by a given country to a specific U.S.-led coalition. While the first
dependent variable examines overall participation, the second dependent
variable focuses on substantive contributions, thus excluding symbolic or
token contributions. The third dependent variable captures the exact level
of troop commitment. (Henke 2019, 46, 49)

202. Discuss the structure of the concept of “targeted mass killing” its structure
(i.e., aggregation) and threshold. Would a best shot aggregation technique
be more appropriate? The basic level concept is an ordinal one with 8 levels.
Would a semantic transformation be appropriate here.

Targeted mass killing is the direct killing of noncombatant members of a
group by a formally organized armed force that results in twenty-five or
more deaths in an annual period, with the intent of destroying the group
or intimidating the group by creating a perception of imminent threat to
its survival. A targeted group is defined in terms of political and/or ethnic
and/or religious identity. . . . From this broad set of potential cases, a new
episode of TMK was coded when there was evidence that an organized
armed actor: (1) killed twenty-five or more civilians in a year, (2) these
civilians were deliberately targeted by that actor) (3) one (or more) polit-
ical, ethnic, or religious group(s) were disproportionately targeted, and
(4) the group was targeted in order to substantially reduce its numbers,
expel, or affect the political activity of that specific group. An active TMK
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episode was coded when all four of these criteria were met. . . . Table 1. A
Targeted Mass Killing (TMK) Ordinal Scale. (Butcher et al. 2020, 1528)

203. In her influential book on rape during war Cohen creates a ordinal scale
severity of rape with four levels. In later statistical analyses she does an
orderedprobit on these four levels. Discuss the advantages anddisadvantages
of doing a semantic transformation on these four levels (like the PTS example
in the concept book) and then doing ordinary least squares or something like
that instead of an ordered probit.

In the coding rules, a coding of 0, 1, or 2 is based solely on the description
of themagnitude of the reported rape, as is shown in table 2.4 . The highest
level of rape, 3, is reserved for those conflict-years that are described in
the most dire terms in the source document. These terms include phrases
that are used in the policy discourse as synonyms for “severe” but are
imprecise in a social science context. (Cohen 2016, 66)

204. Discuss and graph this semantic transformation from the EU statistics bureau:

Often, the scores are based on the percentiles of the distribution of the
indicator across the countries. For example, the top 5% of the units receive
a score of 100, the units between the 85th and 95th percentiles receive
80 points, the units between the 65th and the 85th percentiles receive
60 points, the units between the 35th and the 65th percentiles receive
50 points, the units between the 15th and the 35th percentiles receive
40 points, the units between the 5th and the 15th percentiles receive 20
points, and, finally, the bottom 5% of the units receive 0 points (see Table
1). This is a way to prize the most performing countries and penalize
the less performing ones. (Eurostat 2005, Tools for Composite Indicators
Building, 49)

205. Discuss the claim about bounded versus unbounded scales in Morris’s The
measure of civilization how social development decides the fate of nations. How
does this relate to the Ideal Type Guideline. Clearly fuzzy logic semantic
transformation transformations always have a maximum 1.0. How a serious
critique of that approach is this?

It [HDI] could, up to a point, be used to measure change through time
by simply comparing a single country’s score in each annual report, but
because the maximum possible score is always 1.0, the HDI does better at
charting a nation’s relative position within the world at a single point in
time than atmeasuring diachronic changes in development levels. (Morris
2013, 28)

206. A core Ideal Typology guideline is a central one. This can mean “conceptual
creep” as the conceptual scale expands. Discuss the implications, causal and
conceptual of such creep as well as the intension–extension implications of
such creep. Why might having a clear semantic transformation be critical in
this process?

As it turns out, abstract concepts can creep, too. For example, in 1960,
Webster’s dictionary defined “aggression” as “an unprovoked attack or
invasion,” but today that concept can include behaviors such as making
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insufficient eye contact or asking people where they are from (1). Many
other concepts, such as abuse, bullying, mental disorder, trauma, addic-
tion, and prejudice, have expanded of late as well (2). Some take these
expansions as signs of political correctness and others as signs of social
awakening. We take no position on whether these expansions are good or
bad. Rather, we seek to understand what makes them happen. Why do
concepts creep? (Levari et al. 2018, 465)

207. Discuss the SDG index and semantic transformations, particularly linear ver-
sus other options. Describe the semantic transformations for each of the in-
dicators in table 7 using the transformations implicit in the red-yellow-green
categorization schemes. How do they differ or not from linear transforma-
tions.

The procedure for calculating the SDG Index has four steps: (i) perform
statistical tests for normality and remove extreme values from the distri-
bution; (ii) rescale the data to ensure comparability; (iii) aggregate the
indicators within and across SDGs; and (iv) conduct sensitivity and other
statistical test. . . . Z-scores are the most commonly used method in con-
structing composite indices (OECD 2008), but we see several reasons for
not applying this approach to data underlying the SDG Index and Dash-
boards. . . . To remove the effect of extreme values, which can skew the
results of a composite index, the OECD (2008) recommends truncating
the data by removing the bottom 2.5 percentiles from the distribution. We
apply this approach to the lower threshold and truncate data at this level.
In this waywe attenuate the impact of extreme values at the bottom end of
the distribution on the SDG Index scores. . . . Where possible, the thresh-
olds are derived from the SDGs, their targets, or other official sources. All
thresholds are specified in absolute terms and described in Table 7. (Sachs
et al. 2016, 31)

208. The MPI (Alkire et al. 2018) defines “severely poor” as a deprivation score of
50 percent or higher. What would be a fuzzy logic way of doing this?
Answer:
“Severely” means essentially the same as “very” so one can use the strategy
for adjectives discussed in the concept book.

209. Key in the massive industry of conceptualizing and measuring well-being is
the use of development goals and aspirational goals to perform key scaling
operations on individual dimensions. These typically indicate what the 1.0
values are on the fuzzy logic dimension. Once you achieve this threshold
then you are good. Discuss this example from Women, Peace, and Security
Index: “Other indicators require settingmaximumvalues. We set aspirational
maximum values of 15 years for mean years of schooling and 50 percent
for parliamentary representation.” (Georgetown University’s Institute for
Women, Peace and Security, PRIO 2017, 57)

210. Many datasets contain ordinal variables. The Minorities at Risk dataset illus-
trates this nicely. Take variable REPGENCIV and discuss a semantic transfor-
mation of it.
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Repression of group civilian populations (those not engaging in violent
or nonviolent political activities)
0 None reported
1 Surveillance, e.g., domestic spying, wiretapping, etc.
2 Harassment/containment, e.g., saturation of police/military presence;
militarized checkpoints targeting members of groups; curfews, states of
emergency
3 Nonviolent coercion, e.g., arrests, show-trials, property confiscation,
exile/deportation
4 Violent coercion, short of killing, e.g., forced resettlement, torture
5Violent coercion, killing, e.g., systematic killings, ethnic cleansing, reprisal
killings
-99 No basis for judgment
(All Minorities at Risk (AMAR) Phase I Codebook August 2016, 36)

211. Discuss the semantic transformations of Vahanen’s dimensions of his democ-
racy concept. Think carefully about threshold issues.

The selected threshold values [for democracy] of Competition (30 per-
cent) and Participation (10 percent) are arbitrary, but I believe that they
are suitable approximations for distinguishingmore or less autocratic sys-
tems from political systems that have crossed the minimum threshold of
democracy. Because both dimensions of democracy are assumed to be
equally important, a country must cross both threshold values if it is to be
classified as a democracy. It is not enough to define a threshold value of
democracy solely for the ID [Index of Democracy]. In the case of the ID, I
have used 5.0 index points as theminimum threshold of democracy, which
is clearly higher than the ID value 3.0 produced by the minimum thresh-
old values of Competition and Participation. Countries that have reached
all three minimum threshold values (30 percent for Competition, 10 per-
cent for Participation, and 5.0 index points for the ID) can be regarded as
democracies. It should emphasized, however, that it is also possible to de-
fine threshold values differently, by raising or lowering them. (Vanhanen
2000, 257)

212. The World Bank has developed its own database of “Political Institutions”
(Beck et al. 2001). This database of 108 variables includes an index/scale
similar to those in concepts and measures of democracy:

The database also contains two indexes that characterize the competi-
tiveness of elections in countries, one for executive elections and one for
legislative elections. The core of the two indexes is the number of parties
that could anddid compete in the last election. Building onwork by Ferree
and Singh (1999), we scale countries as follows:
1. No executive/legislature
2. Unelected executive/legislature
3. Elected, one candidate
4. One party, multiple candidates
5. Multiple parties are legal, but only one won seats (because other parties
did not exist, compete, or win seats)
6. Multiple parties competed andwon seats (but one partywon 75 percent
or more of the seats)
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7. The largest party received less than 75 percent of the seats. (Beck et al.
2001, 166–67)

Do a semantic transformation of this ordinal scale. What the gray zone would
be in this transformation? Should you transform some categories to the same
level, e.g., zero? (i.e., the scale is not even ordinal)?
Answer:
As a start, it seems like only levels 6 and 7 represent some form of democracy.
One could argue that the gray zone is probably levels 5 and 6, with 5 being
dubious. Many concepts of democracy would probably code levels 1–4 as
equivalently nondemocratic.

213. One issue in dealing with concepts deals with kinds of scales, ordinal, nomi-
nal, interval, and ratio. Is the polity measure of democracy interval or ratio?
If it is ratio what is the zero point?
One could argue that –10 is the zero point, completely nondemocratic, like
absolute zero as in a semantic transformation. It seems plausible that the
polity concept of democracy does have a possible zero point (i.e., completely
nondemocratic). However, most people treat the measure as interval when
changing the scale by adding 10 (which is standard practice).

214. Give two reasons why the following definition of “extreme” case does not
fit with a fuzzy logic approach to concepts or one defended by Social science
concepts and measurement.

Extremity (E) for the ith case can be defined in terms of the sample mean
(X) and the standard deviation (s) for that variable: Ei � (|Xi − X |)/s.
This definition of extremity is the absolute value of the Z-score (Stone
1996, 340) for the ith case. This may be understood as a matter of degrees,
rather than as a (necessarily arbitrary) threshold. Since extremeness is a
unidimensional concept, it may be applied with reference to any dimen-
sion of a problem, a choice that is dependent on the scholar’s research
interest. Let us say that we are principally interested in countries’ level of
democracy—the dependent variable in the exemplarymodel that we have
been exploring. The mean of our democracy measure is 2.76, suggesting
that, on average, the countries in the 1995 data set tend to be somewhat
more democratic than autocratic (by Polity’s definition). The standard
deviation is 6.92, implying that there is a fair amount of scatter around the
mean in these data. Extremeness scores for this variable, understood as
deviation from the mean, can then be graphed for all countries according
to the previous formula. These are displayed in Figure 3. As it hap-
pens, two countries share the largest extremeness scores (1.84): Qatar and
Saudi Arabia. Both are graded as –10 on Polity’s twenty-one-point system
(which ranges from –10 to +10). These are the most extreme cases in the
population and, as such, pose natural subjects of investigation wherever
the researcher’s principal question of interest is in regime type. (Seawright
and Gerring 2008, 301).

Answer:
(1) This procedure depends on the sample and not on the meaning of the
concept. For example, 2.76 is well outside the zone of what polity considers
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a democracy. Notice that given the positive mean of the data, all the extreme
cases are nondemocracy.
(2)An extreme case based on conceptualmeaningwould typicallymean either
–10 or positive 10 on the polity scale, i.e., the extreme positive or negative pole.

215. Bühlmann, M. (et al. 2012) use “best practices” to determine the maximum
value on the indicators for their Democracy Barometer. However, they claim
that they do not need to worry about the minimum values (negative pole)
because they are only looking at “established democracies.” Can they get by
without exploring worst practices?

Terminology, definitions, and semantics

216. Sometimes scholars use a wide array of adjectives to describe what appears
to be the same concept. For example, “negative peace” (Boulding 1978),
“precarious peace,” (George 2000), “adversarial peace,” (Bengtsson 2000), or
“pre-peace” (Bayer 2005), “conditional peace” (George 2000), or “cold peace,”
(Miller 2001) all seem to refer to the same phenomenon. Discuss if this is in
fact the case. Is one adjective to be preferred to the others? Are there some
adjectives that are not good?

217. There is a very large literature in American politics on the concept and mea-
surement of racism, and it is a topic that arouses much controversy: “Is white
opposition to policies driven by racial prejudice or is it grounded in race-blind
ideological principles?” (Feldman and Huddy 2005, 168; this is first sentence
of the article). There aremany aspects of this debate of interest regarding con-
cepts. (1) One interesting aspect is the variety of terminology, such as “overt
prejudice,” “new racism,” “racial resentment,” “old-fashioned racism,” and
“symbolic racism.” In addition there are related concepts such as “prejudice”
and “discrimination.” In particular the use of adjectives is of interest: dis-
cuss the issues and implications of the use of the concept “symbolic racism”
(e.g., Tarman and Sears 2005) as a particular use of adjectives. Notice as well
the relevance of the negation guideline given in the use of adjectives. (2)
The negation guideline suggests that much can be gained by focusing on the
opposite concept. Much of the debate revolves around the the concept of a
“principled conservatism” which argues against policies such as affirmative
action but which is not racist (Sniderman et al. 1996). One could focus on that
concept instead of directly on racism. For example, if one is principled then
those principles should apply across groups by gender and sexual orientation
and not just race. (3) It is important to think about causal relationships in
concepts. One might suggest that, at least in the case of the south, principled
conservatism is a consequence of racism, given that race was a central com-
ponent of Southern culture and politics for centuries. See Quillian (2006) for
a nice survey of the political science, sociology, and psychology literatures.

218. Alvarez, Przeworski, Cheibub, Vreeland, and Gandhi who are all active work-
ing together on the concept and data on regime type have a clear preference
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for the term “dictatorship” as the opposite pole to democracy. In contrast,
scholars using the polity data prefer the term “autocracy” or “authoritar-
ian.” Is there anything of theoretical or conceptual importance at stake in this
terminological difference?

219. Discuss this definition from Eurostat. What do they really mean?

Qualitative Indicator: The indicator is derived from a quality assessment,
e.g. in the form of a yes/no question or a question about category (e.g.
gender, nationality). (Eurostat 2014 Towards a harmonized methodology
for statistical indicators, 20)

Answer: They probablymean a nominal indicator. However, “yes/no” can of-
ten translate into [0,1] with an underlying scale, which might exist depending
on the “category.”

220. How does the adjective “civil” function here? Is it a subsetting one, a causal
relationship, or what?

The next (and possibly most important) strand of the evolution of the
understanding of peace is the civil peace. According to this approach,
every individual in society has the capacity to mobilize for peace from a
variety of different perspectives, whether for disarmament, for interna-
tional cooperation, or against violence, discrimination, and oppression.
It relates to the historical phenomena of social direct action for political,
economic, and identity reasons, of citizen advocacy and mobilization, in
the attainment or defence of basic human rights and values. It is also
related to pacifism in its main forms, where civil action is non-violent
in principle. It has been strongly influenced by a wide range of social
mobilization dynamics. Without the civil peace and its social forms of
mobilization, international and constitutional frameworks would not be
able to connect with ordinary people in order to represent their interests,
identities, needs, and aspirations. (Richmond 2014, epub 116)

Answer:
It seems to function as a causal relationship, i.e., as cause of peace rather than
concept of peace. It is about how actions of individuals can create peace.

221. Terrorism is a big policy as well as scientific issue. There are a large variety
of different adjectives attached to the concept “terrorism” including interna-
tional, transnational, state-sponsored, state, domestic, political, revolutionary.
In making sense of this one must consider how the adjective is modifying the
terrorism concept. Related to this is that many of the adjectives involve the
negative pole of a dichotomous concept, e.g., state versus nonstate. Analyze
the conceptual issues involved in defining terrorism, with or without adjec-
tives. Discuss how the decisions one makes can have a significant impact on
case selection. For a survey of different concepts of terrorism see for example
Crenshaw (1972), Gibbs (1989), Held (2003).

222. Following the work of Esping-Andersen, much of the work on the welfare
state deals with the “commodification” of work. Here one needs to think
about the negation: why use de-commodification instead of, for example,
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noncommodification. Also, the name of the concept implies a process instead
of a state, does this matter? For a review see Knĳn and Ostner (2002).

223. The word used or the meaning of the word-concept shift can easily shift over
time. Discuss how this has been the case of the polity concept of “anocracy,”
which is part of the three core concepts of the polity measure, democracy,
anocracy, and autocracy. Go to the original Gurr (1974) and see what he
meant in the 1970s and contrast that with what anocracy means today.
Answer:
Anocracy for Gurr (1974) largely meant “anarchy”, for example, see his table
2. From the Greek roots anocracy means “absence of rule.” For Gurr it
means “absence of power or control” (p. 1487, footnote 11). Today anocracy
means a hybrid or mixed regime, one with both democratic and authoritarian
characteristics.

224. It is quite common, and probably standard practice, in the literature on “qual-
ity of democracy” to use only “consolidated democracies.” Lĳphart expresses
the standard view quite clearly. What is the role of the adjective “consoli-
dated”? Does it mean “good” or “high quality” democracy?
The same question arises in the literature on peace: “Peace consolidation
generally refers to a process leading towards a self-sustaining peace” (UN
2010 “Monitoring peace consolidation United Nations practitioners’ guide to
benchmarking, Annex A”)

Measuring the quality of democracy is the third step in a three-step judg-
ment. We have to begin by establishing (1) that the countries we are
interested in are sufficiently democratic in terms of regime and institu-
tional characteristics to justify being called democracies, and (2) that their
democracy is firmly established. . . . I am not sure where exactly the min-
imum threshold for institutional democracy should be drawn. My main
argument is that there must be such a minimum, below which a country
does not qualify as a democracy, and that it does notmake sense to discuss
the quality of democracy in countries whose institutions and rules are not
sufficiently democratic. (Lĳphart 2011, 18)
According to Schedler, for instance, consolidating democracy means re-
ducing the probability of its breakdown to the point where [we] can feel
reasonably confident that democracy will persist. (Schedler 1998, 95). In a
similar spirit, according toGasiorowski andPower (1998, 740) ademocracy
is consolidated when it is sufficiently durable that a return to nondemo-
cratic rule is no longer likely; and according to Acemoglu and Robinson
(2005, 30) a democracy is consolidated if the set of institutions that charac-
terize it endure through time. Empirically, questions about consolidation
are addressed by examining what distinguishes democracies that achieve
such durability from those that do not. In large-N research, this is fre-
quently accomplished by specifying a temporal criterion that is used to
identify consolidated democracies. Prominent examples of such criteria
are Huntingtons two-turnover test and Gasiorowskis twelve-year thresh-
old. . . . In this article, I propose a new empirical approach to democratic
consolidation that avoids some of the weaknesses of existing research and
leads to new findings about the dynamics and covariates of democratic
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consolidation and breakdown. . . . More precisely, following existing liter-
ature, consolidation is hypothesized to take place when a large, durable,
and statistically significant decline in the risk of authoritarian reversals
occurs at a well-defined point during the lifetime of a democracy. . . . The
results that follow strongly suggest that democratic consolidation indeed
occurs: A large and durable decline in the risk of authoritarian reversals
is estimated to take place between the seventeenth and twentieth year of
a democracys existence. Consolidation reduces the annual risk of break-
down from 1 in 33 for transitional democracies to 1 in 200 for consolidated
democracies. In other words, consolidation comes close to eliminating the
possibility of a return to dictatorship. (Svolik 2014, 715)

225. Terminology is often very important and leads projects in certain directions.
The “Minorities at Risk (MAR) implies that the minority in question is not in
the government. Could one pursue a “Majorities at Risk” project. For exam-
ple, “the MAR coding scheme does not fit countries with ruling minorities
or complex coalitions of ethnically defined elites, as for example in Nigeria,
India, or Chad, where ethnic conflict will be pursued in the name of excluded
majorities (rather than minorities) or ethnic groups that share power (and are
thus not “at risk”). (Cederman et al. 2010, 91).

226. Samuel Moyn’s published an influential book on Christian human rights
(2015). What about a book about Jewish human rights? Human rights are
very closely tied to democracy, so what about a book on Christian democracy?
How is the adjectives (i.e., human rights with adjectives) working in this case?

227. The minorities at risk project (MAR) has receive much criticism for selecting
minorities at risk. The new AMAR deals with this by adding “All” to MAR
(Birnir et al. 2014). Discuss why this is bad terminology.
Answer:
Presumably the previous version, MAR, had all minorities at risk, what they
have done is in fact dropped the “risk” part of the definition, it is now adataset
on minorities tout court.

Scaling

228. It is often the case that when one has an ordinal scale with more than, say, five
categories the statistical analysis of this as an independent variable becomes
problematic (e.g., lots of dummy variables). One possibly popular solution to
this is to just dichotomize at some point in the ordinal scale. In the influential
EPR data set discuss whether the seven point scale is ordinal or not? Does
the fact that one can dichotomized imply that it is ordinal? Following the
discussion in the concept book how can one do a semantic transformation of
this seven-level scale into one continuous variable? Can you draw and justify
the semantic transformation figure?

I employ the EPR’s [Ethnic Power Relations] main variable, “the degree of
access to power enjoyed by political leaders who claimed to represent var-
ious” politically relevant ethnic groups. (They exclude any group whose
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members do not have elites at the center claiming to represent them.) Ac-
cess to power is coded as a seven point categorical variable. Categories
include “monopoly,” “dominant,” “senior partner,” “junior partner,” “re-
gional autonomy,” “powerless,” or “discriminated.” To examine the effect
of a group’s access to power and how it affects whether its members
would execute a coup versus rebel, I collapse the seven-point variable
into a dichotomous variable: Inclusion. Groupings with access to central
state power (i.e. coded as “monopoly,” “dominant,” “senior partner,” or
“junior partner”) are scored a 1, while all others (“regional autonomy,”
“powerless,” or “discriminated”) are scored a 0. (Roessler 2016, 211–12;
see http://www.epr.ucla.edu for the coding manual to help you decide
whether it is ordinal or not).

Answer: The coding manual says this:

We categorized all politically relevant ethnic groups according to the de-
gree of access to central state power by those who claimed to represent
them. Some held full control of the executive branch with no meaning-
ful participation by members of any other group, some shared power
with members of other groups, and some were excluded altogether from
decision-making authority. Within each of these three categories, coders
differentiated between further subtypes, including absolute power, power
sharing regimes, and exclusion from central power.

This suggests an underlying concept which is “access to power.” Clearly the
three main “types” are ordinal. If one looks at the “subtypes” they also seem
ordinal, e.g., senior partner versus junior partner.

229. Matching has become a very popular way to do statistical analyses with ob-
servational data. Matching relies on comparing treatment and control groups
that are well matched on key control variables or covariates. To do this means
putting the covariates on the same scale to allow one to evaluate the “dis-
tance” between observations based on the covariates. In the terms of the
concept book this is scaling and then aggregation. Discuss the interesting
procedure whereby aggregation is fixed by the distance measure and weight-
ing is done via scaling. This contrasts with the procedure proposed in the
concept book where scaling is done separately and weighting is done via the
aggregation technique. What is the implicit weighting principle for decreas-
ing the importance of a covariate in the quote below? What is the substantive
implication in terms of the logging example?

Adjusting Imbalance Metrics for Relative Importance. Although one can
always define a data set that will produce large differences between any
two imbalance metrics, in practice the differences among the choice of
these metrics are usually not large or at least not the most influential
choice in most data analysis problems. Although we describe continuous
and discrete metrics below, more important is the choice of how to scale
the variables that go into it. Indeed, every imbalance metric is conditional
on a definition of the variables in X, and so researchers should think
carefully about what variables may be sufficient in their application. . . .
For example, consider data designed to predict theDemocratic proportion
of the two-party vote in a cross-section of Senate elections (“vote”), with
incumbency status as the treatment, controlling for covariates population
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and the vote in the prior election (“lagged vote”). Clearly, lagged vote will
be highly predictive of the current vote, whereas the effect of population
will be tiny. Thus, in designing an imbalance metric, we want to be
sure to match lagged vote very well, and should only be willing to prune
observations based on population when we see gross disparities between
treatment and control. For example, if we used Euclidean distance, we
could code vote and lagged vote on a scale from 0 to 100 and population
on a smaller scale, such as log population. In computing the Euclidean
distance between two observations, then, population differences would
count as equivalent to relatively small vote differences. (King et al. 2017,
478, 479)

Answer:
The example suggests that shrinking the scale, e.g., logging, reduces its im-
pact. Logging makes some – not all – big real differences seem much smaller.
But note that it also makes some small real differences seem larger.

230. Discuss the claim about bounded versus unbounded scales in Morris’s The
measure of civilization how social development decides the fate of nations. How
does this relate to the Ideal Type Guideline. Clearly fuzzy logic semantic
transformation transformations always have a maximum 1.0. How a serious
critique of that approach is this?

It [HDI] could, up to a point, be used to measure change through time
by simply comparing a single country’s score in each annual report, but
because the maximum possible score is always 1.0, the HDI does better at
charting a nation’s relative position within the world at a single point in
time than atmeasuring diachronic changes in development levels. (Morris
2013, 28)

231. Discuss the semantic transformation implied in this nonlinear categorization
scheme.

Following guidelines for ICEWS aggregation, we create seven count vari-
ables for conflict and cooperation among various parties: counts of high-
hostility events (intensity: –10 to –8); moderate-hostility events (intensity:
–7 to –4); low-hostility events (intensity: –3 to –1); neutral events (inten-
sity: 0); low-cooperation events (intensity: 1 to 4); moderate-cooperation
events (intensity: 5 to 6), and high-cooperation events (intensity: 7 to 10).6
We use data from all 1,122 municipalities for 20 years from 1993 to 2012.
(Campbell et al. 2017)

232. Discuss the UNDP’s semantic transformation and aggregation arguments:

Societies can subsist without formal education, justifying the education
minimum of 0 years. The maximum for expected years of schooling,
18, is equivalent to achieving a masters degree in most countries. The
maximum for mean years of schooling, 15, is the projected maximum
of this indicator for 2025. . . . Having defined the minimum and maxi-
mum values, the dimension indices are calculated as: Dimension index
= (actual value minimum value)/ (maximum value minimum value) For
the education dimension, equation 1 is first applied to each of the two
indicators, and then the arithmetic mean of the two resulting indices is
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taken. Using the arithmetic mean allows perfect substitutability between
mean years of schooling and expected years of schooling. Many devel-
oping countries have low school attainment among adults but are eager
to achieve universal primary and secondary school enrollment. (UNDP
2018, technical-notes, 2; emphasis is mine)

233. Should power be considered a ratio variable?

Power, however, is like love; it is “easier to experience than to define or
measure.” Just as one cannot say “I love you 3.6 times more than her,”
(Beckley 2018, 8)

Answer:
Power almost has to be considered a ratio variable because one wants to say
that a country is twice as powerful as another. See, for example, the literature
on the 3:1 rule of relative power. So one should be able to say that one person
is 3.6 times more powerful.

234. Discuss whether the conflict–cooperation scale in this dataset (Boschee, E. et
al. 2015) is interval or ratio. The ICEWS dataset is a product of automated
text analysis of more than 30 million news stories over the past 13 years, with
global coverage. The news stories are classified into event categories based on
the CAMEO (Conflict and Mediation Event Observations) taxonomy, which
provides information about the type of event and its characteristics relative to
other events. Each event category in theCAMEOclassificationhas anumerical
value describing its intensity, ranging from negative 10 to positive 10, using
Goldstein’s (1992) Conflict-Cooperation Scale. The negative values signify
the hostility of an event, with –10 capturing higher hostility. The positive
values represent the cooperative nature of the event, with 10 capturing higher
cooperation and 1 capturing lower cooperation.
Answer:
This depends mostly on whether the zero in the middle is a true zero or not.

235. Discuss how could one use the hierarchy to give weights to each dimension,
is each a necessary condition condition (in theory or practice) for the next
highest level:

Even though the features in Table 1 are in theory independent of one an-
other, they tend to cluster in practice, suggesting a hierarchical ordering
of four dimensions: third-party review, third-party ruling, judges, and
standing. The first question is whether the treaty provides for indepen-
dent third-party review. Among pacts with some system of review, the
next issue is whether rulings are directly binding in international law.
Among pacts with binding rulings, those with standing tribunals are
more legalistic than those with ad hoc arbitrators. Finally, tribunals with
jurisdiction over claims by individuals, treaty organs, and states alike are
more legalistic than those accessible only by states. In terms of remedy,
the most legalistic pacts provide rulings with direct effect in national law,
but the presence or absence of sanctions—though still significant—is a less
meaningful indicator of legalism, with unilateral measures always avail-
able to states seeking to enforce third-party rulings in the decentralized
international system. (McCall Smith 2000, 143)
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Answer: This subset hierarchy allows one to use Guttman scaling techniques.

236. There are two questions. (1) Does the concept/measure have a zero point? (2)
If so where is the zero point? It is an open questionwhether many concepts or
measures of democracy are interval (i.e., no zero point) or ratio (zero point).

[W]hile some regimes are more democratic than others, unless of-
fices are contested, they should not be considered democratic. The
analogy with the proverbial pregnancy is thus that while democ-
racy can be more or less advanced, one cannot be half-democratic:
there is a natural zero-point. (Alvarez et al. 1996, 21)

Discuss these two issues considering the quote above.

237. Often scholars pay no attention to the distinction between interval and ratio
variables. Much of international conflict work implicitly works with ratio
variables because of the contrast of, for example, between friends and enemies
or satisfied and dissatisfied states. Often this means scales where –1 is enemy
and 1 is friend, andwhere 0 is the dividing line. For interval measures there is
no real zero. One can always rescale interval measures so that they do include
zero, but that does not make the measure a ratio one. Discuss whether the
widely used S measure (Signorino and Ritter 1999) is interval or ratio.
Answer:
The original scale of the S measure is [0, 1]. This is then transformed to [−1, 1]
in the data used in applications. The zero in [−1, 1] does not appear to be
the zero needed to distinguish between, say, friends and enemies. Also, the
data are very skewed towards 1: the median is often in .75 range, hence
there are very few negative values in most situations. See Goertz (2008)
for an extended discussion. To make the [−1, 1] S into ratio variable would
require some theoretical and methodological argument for determining the
zero point.

238. A very standard problem in measure creation is to combine the data on
two or more secondary-level dimensions. Often this involves dimensions
that have different scales and then some way of structuring them together
mathematically. For example:

we devise a new way to use the information of civil war duration and
deaths for the two-stage regression analysis. The duration and casualties
of civil wars are correlated, and it is theoretically inappropriate to estimate
equation (2) for only one of them. Therefore, we combine the two charac-
teristics of civil war into one, Civil War Destructiveness Index, by adding
their standardized values. Before standardization, civil war duration is
measured by the maximum duration in number of days of the war. Civil
war deaths are measured by the total number of deaths experienced by
the nation, divided by population. (Kang and Meernik 2005, 101)

Discuss (1) the importance of differences in variances between the two com-
ponent parts in constructing the overall measure, (2) whether skewness in the
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data matter (often social science data are often heavily skewed), (3) the alter-
natives to standardizing the two scale, and (4) whether one should multiply
or add the component parts.

239. An important aspect of all measure construction is standardization. Often
this is done based on population, such as GNP/capita. Time is another
common standardizing device, e.g., actions/year. Discuss the advantages
and disadvantages of using time or the log of time to evaluate the extent of
violations of the laws of war in Morrow and Jo (2006, figure 3). One might
feel that to compare the number of violations one needs to take into account
the length of the war.

240. The left-right scale (“rile”) of the Party Manifesto Dataset (Budge et al. 2001,
Klingemann et al. 2006) is one of the most widely used measures in compara-
tive politics. The rile scale is used to situate parties on the left-right continuum
based on party manifestos. To do this, statements in the party manifesto are
categorized according to 56 possible issue categories. The data report the
percentage of all statements comprised by each category. If a category is not
mentioned, the dataset reports that 0% of the statements is concerned with
that category. A party’s position is derived by adding the percentages of 13
categories seen as being left and subtracting the percentages of 13 categories
seen as being right.
Analyze how zero has two different uses in the coding and measurement of
policy positions. Explain how this produces problems in the final measure.
In particular discuss how aggregating the zeros on the different 26 policy
positions becomes zero in the final left-to-right policy scale.
Answer:
Zero is used to indicate missing data. That is when one of the 56 issues
categories is not present in the partymanifesto it is given a value of zero. Zero
also means the middle of the –100 to +100 scale. These are two fundamentally
different things. See Rehm (2008) for an extensive discussion of this and other
conceptual and measurement problems.

241. Zero points on scales have important roles. For example, in interpreting Cox
regression model the impact of independent variables is often assessed vis-
à-vis a “baseline” model where the independent variables have value zero.
Discuss how this matters using the democracy and other key variables, such
as level of development, in the Hegre et al. (2001) analysis of the “democratic
civil peace.”

242. Londregan and Poole (1996) transform the polity scale of –10 to 10 to −∞ to
∞. They justify this because

The 21-point GOVTYPE [i.e., polity] scale is nearly continuous. However,
because it has a “floor” of –10, and a “ceiling” of 10, we need to be
careful not to use a statistical mode that predicts values outside this range.
A standard way to ensure this does not happen is to apply a logistic
transform to the variable. Let S denote a score on the 21-point scale. Take
the following variant of the logit transform of S: T(S)=ln(S+10.5)–ln(10.5-
S). This converts scores to a truly continuous scale. A value of S at 10.5
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would correspond to a T(S) of ∞, an S of –10.5 to a T(S) at −∞, while a
value for T(S) of 3.71 corresponds to a regime type of 10. (Londregan and
Poole 1996, 7)

Consider the following questions: (1) does the fact that polity stops at 10 really
mean that a country cannot be more democratic? (2) The transformation used
implicitly suggests that themain shift from authoritarian to democracy occurs
at zero on the –10 to 10 scale. Is this appropriate? When does polity code the
transition to democracy? (3) What the curve look like in the T(S) function?
Does that correspond to a good concept of democracy?
Answer:
The concept book suggests that the concept of democracy should extend
beyond 10 of the polity scale. Hence, there is perhaps no imperative reason to
do the transformation in first place; that model predicts values greater than
10 is not problem since the polity concept extends beyond 10.
The transformation means that the model is predicting increasing marginal
effects around zero, which may not be justified. It seems like the transition
to democracy really occurs more toward 6 on the polity scale, and that is the
official point where scholars dichotomize the polity measure. The Londregan
and Poole transformation assumes a strongly decreasing marginal relation-
ship between around 6–7, where in reality this might be where it is strongly
increasing.

243. Are there situationswhere you really need ratio rather than interval data? For
example, in conflict studies where one wants to distinguish between friends
and enemies.

244. Sometimes the use of zero becomes a critical cut point. Bennett argues for a
continuous specificationof thedemocracy–autocracy continuum. He says that
“In the specification advanced below, I avoid arbitrary cutoffs for democracy
and autocracy” (2006, 320). Then he does the following “The first interactive
similarity [of regime type] variable is constructedbymultiplying the initiator’s
dem [polity democracy score] score by the target’s dem score. Given dem
scores ranging from –10 to +10, this multiplicative similarity variable will be
high (large and positive, to a maximum of +100) for jointly autocratic and
jointly democratic pairs. Similarity will be in a middle range, around 0, for
pairs of mixed regimes (a dem score for either state near 0 produces a joint
similarity score near 0). Similarity takes on its lowest values (to aminimum of
+100) for pairs of dissimilar states (with a+10 and–10demscore combination).
If it is similar regimes that do not fight rather than jointly democratic pairs,
then this variable will have a negative effect on conflict while other variables
do not” (2006, 321). Howmight be argued to have used an arbitrary cut point
with the zero?
Answer:
The construction of the interaction terms assumes that the polity measure is
ratio. It could be argued that using the polity zero is arbitrary, particularly
since the dichotomous coding of democracy for polity uses 6 or 7. One would
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need tomake the argument, particularly in a fuzzy logic perspective, that zero
is really the half-in, half-out point on the polity scale.

245. A very common problem is confounding “not applicable,” “missing,” and
“zero,” by using the same codes, often zero. Discuss some common examples
of this such as: (1) trade where very small levels of trade might be missing or
might be zero (e.g., Oneal and Russett (1999) assume missing data to be 0 in
the trade relationship; see also Gleditsch 2002); (2) COW militarized dispute
data on fatalities, if you can find no reports on fatalities, should you code that
as missing or zero. See also exercises 246, 405, 177, and 240.

246. A problem with zero codings is that it might seem like a real zero, but in fact
is used for other purposes. Vreeland discusses in detail the anocracy coding
of countries using the polity data: “PARCOMP [one of the five parts of the
politymeasure] ranges from repressed to competitive (numerically, from –2 to
3). What does the middle capture? PARCOMP is coded 0 for “not applicable
situations, or, more specifically, the coding “is used for polities that are coded
as Unregulated, or moving to/from that position (Gurr 1989, 14)” (2008, 406).
Discuss the different things that zero means for PARCOMP.
Answer:
The PARCOMP scale goes from –2 to 3, this suggests that zero is a middle
ground. In fact, it is also used to code “not applicable” which is certainly not
in that middle ground.

247. Scholars often do not pay much attention to the difference between interval
and ratio variables. Often methodologists and philosophers say that the
higher the scale type the better, i.e., ratio is better than interval. This can
conflict with the desire to log variables because of skewness. Using foreign
direct investment data describe how scholars can implicitly convert ratio data
into interval data.
Answer:
Raw foreign direct investment (FDI) data (e.g., in constant US dollars) can be
positive or negative, hence there is a true zero which is meaningful and hence
we have ratio data. Since one cannot take the log of negative numbers these
most be converted into all positive numbers and thus the true zero in effect
disappears making the data interval level.

248. Social science concepts and measurement takes a realist view of concepts that
emphasizes what the theorist means by the concept. Many scholars will log
variables because of skewness and many see skewness as a problem. Explain
why an realist and one concerned by the meaning of concepts would object to
Fearon’s comments:

Still, as an index of overall ethnic diversity F [F � 1 − ∑n
i�1 p2

i where pi
are the population shares of each ethnic group] has much to recommend
it. . . . And its empirical distribution—summarized in Figure 2—is not
highly skewed. (footnote: Cox (1997) and others sometimes prefer to
use the “effective number of ethnic groups” (or political parties’ vote or
seat shares), which is 1 � (1 − F). Thus, a country with n equal-sized
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groups has an “effective number” of n groups, with departures from
equal shares shrinking the effective number continuously. Although the
interpretation is “nice,” this measure is highly skewed, at least for ethnic
fractionalization, so that it tends to exaggerate the influence of verydiverse
countries like Tanzania when used as an explanatory variable). (Fearon
2003, 209)

Answer:
She would answer that the methodological cart is driving the conceptual and
theoretical horse.

249. The Bell Curve (Herrnstein and Murray 1994) was a very controversial book.
It turns out that the data on “intelligence” used were in fact not bell-shaped,
but skewed to the right (i.e., quite a few very high scores). This skewness was
“fixed” so that the data actually analyzed were bell-shaped. Discuss how this
will influence their statistical results particularly given that theywant to show
that intelligence is a cause of outcomes such as income. It is important to note
that it is completely standard procedure to assume a normal distribution in
standardizing IQ data, for example, to make them comparative across nations
or time.
Answer:
See Fischer et al. (1996) chapter 2 for a discussion.

250. Logging variables means that some variation in the data become much more
important than other. When using raw FDI inflows instead of as a percentage
of GDP, FDI is usually logged (Chan and Mason 1992; Wei 2000; Globerman
and Shapiro 2003), though not always (Oneal 1994; Li and Resnick 2003).
Explain which countries become more important with logged FDI.
Answer:
Logging compresses large values and expands low values (i.e., values near
zero). So when using logged values the model is trying to explain more the
variation in low levels of FDI than high levels.

251. Discuss the extent to which (if any) the two secondary-level factors-civil lib-
erties and political liberties-of the FreedomHouse measure of democracy are
equally weighted in the final measure. See http://www.freedomhouse.org/
research/survey2005.htm.
Answer:
There is slightly unequal weighting because there are different numbers of
indicators used in each secondary-level dimension and because the basic level
is the sum of the two secondary levels.

252. Discuss how the political rights, civil rights and electoral democracy con-
cepts and measures are made and how they relate to each other in the
Freedom House framework. See http://www.freedomhouse.org/research/
freeworld/2004/methodology.htm.
Answer:
From the Freedom House web site:
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In addition to providing numerical ratings, the survey assigns the desig-
nation “electoral democracy” to countries that have met certain minimum
standards. In determining whether a country is an electoral democracy,
Freedom House examines several key factors concerning how its national
leadership is chosen.
To qualify as an electoral democracy, a state must have satisfied the fol-
lowing criteria:
1) A competitive, multiparty political system. 2) Universal adult suffrage
for all citizens (with exceptions for restrictions that states may legitimately
place on citizens as sanctions for criminal offenses). 3) Regularly contested
elections conducted in conditions of ballot secrecy, reasonable ballot secu-
rity, and in the absence of massive voter fraud that yields results that are
unrepresentative of the public will. 4) Significant public access of major
political parties to the electorate through themedia and through generally
open political campaigning.
The electoral democracydesignation reflects a judgment about the lastma-
jor national election or elections. In the case of presidential/parliamentary
systems, both elections must have been free and fair on the basis of the
above criteria; in parliamentary systems, the last nationwide elections for
the national legislature must have been free and fair. The presence of
certain irregularities during the electoral process does not automatically
disqualify a country from being designated an electoral democracy. A
country cannot be listed as an electoral democracy if it reflects the on-
going and overwhelming dominance of a single party or movement over
the course of numerous national elections; such states are considered to
be dominant party states. Nor can a country be an electoral democracy
if significant authority for national decisions resides in the hands of an
unelected power, whether a monarch or a foreign international authority.
A country is removed from the ranks of electoral democracies if its last
national election failed to meet the criteria listed above, or if changes in
law significantly eroded the public’s possibility for electoral choice.
FreedomHouse’s term “electoral democracy” differs from “liberal democ-
racy” in that the latter also implies the presence of a substantial array of
civil liberties. In the survey, all Free countries qualify as both electoral
and liberal democracies. By contrast, some Partly Free countries qualify
as electoral, but not liberal, democracies.

253. Consider the “Competitiveness of political participation” dimension of the
polity measure of democracy (Jaggers and Gurr 1995, 472) given in the table
below. Consider how the negative pole (autocracy) and positive pole (democ-
racy) are coded. Think about the universally used measure “Democracy
minus Autocracy” and the scale values that produces. What is the asym-
metry between the positive and negative poles? How would you make it
symmetric? The same question can be asked of the “Constraints on the Chief
Executive” dimension. Ignore the substantive nature of the dimensions and
just look at how things are scored.
Answer:
Once you do the Democracy-Autocracy operation, this dimension then goes,
−2,−1, 1, 2, 3. Notice then that democracy can achieve a maximum of 3 while
autocracy can only get a –2. Since there are five levels one could have done
−2,−1, 0, 1, 2.
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Table 8: The Polity numeric measure of democracy

Authority Coding Democracy Autocracy
Weight Weight

I. Competitiveness of Political Participation
(a) competitive 3 0
(b) transitional 2 0
(c) factional 1 0
(d) restricted 0 1
(e) suppressed 0 2

Source: Jaggers and Gurr 1995, 472.

254. The concept book argues that basically all concepts should be considered con-
tinuous. However, there is an extensive literature on freedom and rights that
argues that they are dichotomous (see Dowding and Hees 2003 for a contin-
uous view). This may seem counter-intuitive since most people talk about
“more or less” freedom; so the implicit view of most is that liberty and free-
dom are continuous. Notice that in the second quote he talks about “possible”
and “impossible” as dichotomous. Contrast this with the Possibility Principle
which clearly sees possibility as continuous. Notice that in Kramer’s view
“overall liberty” is continuous, but individual liberties are dichotomous.

Areparticular liberties similar to overall liberty in being scalar or partitive?
In other words, can each particular freedom exist to varying extents?
Can somebody be free-to-ϕ to a certain degree, and be less free-to-ϕ or
more free-to-ϕ than somebody else? With only one minor qualification,
the current essay will maintain that the answers to these questions are
negative. The existence of any particular liberty, as opposed to the extent
of anybody’s overall liberty, cannot vary cardinally or ordinally. This essay
sides firmly with Ian Carter, then, who writes that ‘[t]he freedom to do x
is not a matter of degree; one either is or is not free to do x’. Carter aptly
oppugns ‘the claim that specific freedoms are a matter of degree (i.e., that
one can be more or less free to do x)’ (Carter, 1999, 228, 233, emphasis
in original). Hillel Steiner robustly espouses a similar view: ‘The notion
of degrees of freedom to do an action is superfluous, misleading and
descriptively imprecise’ (Steiner, 1983, 78). (Kramer 2002, 231)
In being non-scalar, ‘free’ and ‘not free’ in discussions of particular actions
and types of actions are on a par with ‘possible’ and ‘impossible’. When
P has been able to perform X and has now become able to perform X in
some novel manner, we cannot correctly state that his performance of X
is now more possible than before. ‘Possible’ applies in an all-or-nothing
fashion, as does ‘impossible’. Instead of declaring that the performance
of X by P is now more possible than previously, we ought to declare that
the performance of X by P is now possible in more ways than previously.
(Kramer 2002, 242)

255. Critical to the construction and analysis of concepts is the underlying scale
or continuum from the positive to negative poles. One way to argue for an
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underlying continuum is if the data have the structure of a Guttman scale
(Guttman 1944). The CIRI measure of human rights violations has four cat-
egories of violation: (1) torture, (2) political imprisonment, (3) extrajudicial
killings, (4) disappearances. If the data fit the Guttman requirements then
each category is a subset of the lower level categories. For example, if a state
does (2) then does (1); if it does (3) then it also does (2) and (1); if it does (4)
then it does (1)–(3). Cingranelli and Richards (1997) argue that their data on
physical integrity rights has basically this structure. Draw a Venn diagram
illustrating what this looks like.
Cingranelli and Richards propose a quantitative measure where each of the
four dimensions gets 0–2 on the level of violations in a given country in a
given year; their final score is the sum of the scores of the four dimensions.
Thus theworst performing states score 8, and the least human rights violating
states get 0.
Addition is one way to structure the concept. Another is the maximum. To
make this simpler, assume that one can only score 0 or two on each dimension.
Provide a rescaling of the four dimensions of the CIRI scale so that when you
use the maximum to aggregate you would get exactly the same final score as
the CIRI data if the data fit perfectly the Guttman requirements.
One problem is that the data do not exactly fit the Guttman requirements. For
example, there are cases with “extrajudicial killing” but no “political impris-
onment.” Howwould your proposed rescaling and use of the maximum deal
with these cases? Do you think it is better or worse than using the sum.
Woods and Gibney (2009) critique the CIRI scale because it would count
the torture, political imprisonment, and disappearance of a single individual
three times. How does your proposal using the maximum deal with or not
this critique?
Answer:
Rescale the data so that (1) (i.e., torture) gets 0 or 2 points, (2) gets 0 or 4
points, (3) gets zero or 6 points, and (4) (i.e., disappearances) gets zero or 8.
If the data fit perfectly the Guttman assumption, then if a country-year gets is
scored for disappearances, it would have all levels (1)-(3) and hence a total of
eight. With the new scoring system it would also have a score of eight. Note
that things would get more complicated with a 0, 1, or 2 scale, instead of the
0 or 2, but the logic would be the same.
The logic is then not to count multiple acts against an individual person
separately but to only count themost severe act of physical integrity violation.

256. Often the line between nominal, ordinal and interval is blurred once one
begins to do mathematical operations like addition or multiplication. Ex-
plain why the polity measure is interval, not ordinal. For example, see this
discussion:

One way to categorize this growing corpus of indicators is by the type of
scale used to measure the key concept (democracy)—binary, ordinal, or
interval. Binary indices include the democracy–dictatorship (“DD”) index
produced by Przeworski and collaborators (Cheibub, Gandhi, &Vreeland,
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2010) and an index produced by Boix, Miller, and Rosato (2013, hereafter
“BMR”). Ordinal measures include the Political Rights (“PR”) index and
the Civil Liberty (“CL”) index, both produced by Freedom House (2013),
along with the Polity2 index drawn from the Polity IV database (Marshall,
Gurr, & Jaggers, 2013)” (Skaaning et al. 2015, 2).

Answer:
Once one begins to add (or subtract) one is implicitly converting the binary
or ordinal variables into interval ones. This is classic measurement theory.

257. The AMAR “rebellion” scale (Birnir et al. 2018) has as its lowest rebellion level
“political banditry and/or sporadic terrorism.” Often zero on the scale (like in
manydichotomousvariables) is potentially a causally heterogeneous category.
Discuss to what extent theoretically zero is conceived of as “no mobilization”
as opposed to nonviolent mobilization such as protests or nonviolent action.
Would the causal mechanisms leading to these two different forms of zero be
the same or different?

258. As discussed in the (Goertz 2020) chapter on scaling, it is often not so clear
what kind of scale is being used. Most often the problem is most severe
between interval and ratio scales. However, it can occur as well between
nominal and ordinal concepts.

feature the key component, free and fair elections, which we have already
discussed in the context of the minimal definition (Chapter 5). Because of the
tendency for minimal definitions to impose crisp (operational) borders on a
concept there is a natural affinity between this strategy of definition and the
two-category nominal (or ordinal) scale.
For other purposes, one may require a more finely graded indicator of

democracy. A cumulative concept is constructed of categories that can be
ordered in a unidimensional fashion, for example, as degrees of centrality to
the concept of democracy. Limiting himself to the concept of electoral con-
testation (a dimension of the larger concept of democracy), Gerardo Munck
defines a four-part nominal scale including categories for authoritarianism,
semi-authoritarianism, semi-democracy, and democracy.22 Here, each cate-
gory is distinguishable and clearly ranked relative to the concept of theoretical
interest. Defining attributes for each category are elaborated in Table 7.3.
The advantage of this approach is that it allows one to incorporate a wider

array of attributes and one is not constrained to separate each attribute into
a different category. The unconstrained nominal-scale indicator is also more
likely to approximate the virtues of an interval scale, where neighboring
categories are equidistant from each other.
Indeed, as the number of categories increases scholars may be inclined to treat

nominal scales as interval scales. The FreedomHouse index of Political Rights, as
well as the Polity index, are both commonly treated as interval scales, even though
it seems unlikely that the criterion of equidistance between categories is fully
satisfied. Consider the Polity scale of democracy, which runs from –10 to +10 in
integer intervals, thus creating a twenty-one-point index.23 Although commonly

Table 7.3 A single scale with multiple interpretations:“Electoral contestation”

0 Authoritarianism: No elections or elections with only one party or candidate.
1 Semi-authoritarianism: Elections in which more than one party or candidate runs, but not all parties and

candidates face the possibility of losing.
2 Semi-democracy: Elections in whichmore than one party or candidate runs and all parties and candidates

face the possibility of losing, but not all parties or candidates are allowed to participate.
3 Democracy: Elections in which only anti-system extremist groups are banned and all parties and

candidates face the possibility of losing.

Source: drawn from Munck (2009: 45).

22 Munck (2009: 45). 23 Marshall and Jaggers (2007).

170 Part II Description

Source: Gerring 2012.

Gerring discusses table 7.3 in his measurement chapter in the section on
scaling:

Limiting himself to the concept of electoral contestation (a dimension of
the larger concept of democracy), GerardoMunckdefines a four-part nom-
inal scale including categories for authoritarianism, semi-authoritarianism,
semi-democracy, and democracy. Here, each category is distinguishable
and clearly ranked relative to the concept of theoretical interest. . . . The
unconstrained nominal-scale indicator is also more likely to approximate
the virtues of an interval scale, where neighboring categories are equidis-
tant from each other. . . . A final option for the four-point scale in Table
7.3 may also be envisioned. Insofar as the first category comprises a true
zero – no contestation whatsoever – the key dimension of electoral contes-
tation may be redefined as a ratio scale (an option that Munck endorses).
(Gerring 2012, 170, 171)
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Discuss the tension between a “nominal” scale with no underlying conceptual
dimension (by definition of nominal scale) versus the common notion of a
autocracy–democracy continuum.

Concept structure, aggregation and hybrid concepts

259. Draw the concept figure for Beliakov’s (2022) concept of “civilian control” of
the military given in table 9 below, in particular what are the aggregation
principles?

Table 9: Conceptualization of “civilian control”Beliakova 1397

policy. Of course, in democracies, insubordination is likely to entail some 
form of punishment. However, it falls short of the repressive means of authori-
tarian regimes. Most importantly, in democracies, the rules of the game are 
known in advance, and the military takes fewer risks by refusing to abide by 
the order.2 Moreover, in democratic states, the law constitutes a source of 
authority that can come in contradiction to the government’s orders. Some 
militaries of democratic states even specify that it is a soldier’s obligation to 
disobey an illegal order (e.g., the Israeli Defense Forces) (Linn, 1996). 

Table 1. Operationalization of Civilian Control.

Attributes
Indicators 

(operationalization) Authors

Subordination of the 
military to civilian 
authorities

Compliance with orders 
issued by civilian authority

Timely and accurate 
implementation of orders

The military reports to 
civilian authorities on 
major security-related 
events

Desch (1999), Feaver 
(2003), Huntington 
(1957), Pion-Berlin 
(1992), and Pion-Berlin 
and Martinez (2017)

Civilian authorities 
dominate the policy 
process

The government of the 
state (especially key 
ministerial positions) 
is composed of civilian 
officials

Civilian expertise on 
security issues informs 
policy formulation

Final decision-making 
power belongs to civilian 
authorities

Cohen (2002), Cohn 
(2011), Cottey et al. 
(2002), Feaver (1996, 
2003), Kuehn et al. 
(2017), Perlmutter (1969) 
and Trinkunas (2005)

The military does 
not compete with 
the government for 
political power

Members of the military 
do not run for offices or 
compete for seats in the 
government

They do not try to 
influence politics through 
blackmailing or challenging 
the government and 
affecting public opinion 
(media appearances, 
public addresses, etc.)

They do not plot, try to 
perform, or assist a coup

Barany (2012), Brooks 
(2008, 2009), Croissant et 
al. (2010), Feaver (2003), 
Huntington (1957) and 
Kohn (2002)

260. Campbell et al. (2021) develop a concept and measure of “personal secu-
larism” in their study of secularism in American politics. Draw the basic
framework figure this three level concept. Assign the questions that are in-
dicators to the various secondary level dimensions. Discuss the decision to
use an additive substructure for both levels. It is the Redundancy Guideline
relevant? Contrast the three level concept–measure with their latent variable
statistical model.

To create our Personal Secularism Index we have consulted the expansive
body of writing espousing secular social and political thought, includ-
ing the work of social theorists such as George Jacob Holyoake (1871),
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Immanuel Kant (1781 [1999]), and David Hume (1777 [2014]); the recent
volumes by “new atheists” such as Richard Dawkins (2006), Sam Har-
ris (2005), and Christopher Hitchens (2007); and the statements of belief
found on the websites of secular organizations such as the American
Humanist Association (AHA) and the International Humanist and Eth-
ical Union (IHEU). Based on these sources, we have distilled three core
principles common among Secularists. One core principle is a commit-
ment to science and objective evidence as the basis for understanding the
world. For example, Kant contends that “everything in theworld happens
solely in accordance with laws of nature . . . we have nothing but nature
in which we must seek the connection and order of occurrences in the
world” (1999, 485). In Humanism and Its Aspirations, published in 2003,
the AHA contends that “knowledge of the world is derived by observa-
tion, experimentation, and rational analysis”. . . . A second core principle
of secularism is the view that only human experience and knowledge
provide the proper basis for comprehending reality and making ethical
judgments – in other words, “humanism.” . . . . A third core principle of
secularism is “freethought,” the idea that human development and un-
derstanding should be based on logic and reason, rather than received
authority, dogma, or tradition.
We measure secular beliefs with a series of questions that gauge support
for these core secular principles: the degree to which a respondent’s
perspective is informed by sources other than the supernatural (a term
we use nonpejoratively). The core of our secular beliefs scale consists
of eight statements, to which our respondents indicated their level of
agreement. . . . To minimize response set bias, the questions were not all
worded in the same direction. Five of the statements are worded to affirm
secular perspectives: (1) Factual evidence from the natural world is the
source of true beliefs, (2) The great works of philosophy and science are
the best source of truth, wisdom, and ethics (3) To understand the world,
we must free our minds from old traditions and beliefs (4) When I make
important decisions in my life, I rely mostly on reason and evidence (5)
All of the greatest advances for humanity have come from science and
technology The other three statements represent the rejection of secular
values: (6) It is hard to live a good life based on reason and facts alone
(7) What we believe is right and wrong cannot be based only on human
knowledge (8) The world would be a better place if we relied less on
science and technology to solve our problems. . . . While the scales of
nonreligiosity and personal secularism created using confirmatory factor
analysis are the most methodologically sound, they correlate highly with
simple additive indices (over .95). Therefore, in most cases we opt to use
the additive indices, although in every case the results would be nearly
identical with the scales created from confirmatory factor scores. The
exception is in Chapter 5, where we examine how nonreligiosity, personal
secularism, and a variety of political orientations are related to one another
over time. For the models in that chapter, we employ the measurement
error correction afforded by confirmatory factor analysis. If other scholars
use our measures of personal secularism – which we hope they will – an
additive index will suffice for nearly all purposes. (Campbell et al. 2021,
27–28, 36)

261. Often by default scholars linearly aggregate dimensions of a concept. Discuss
how scatterplots might inform the aggregation decision and lead to a nec-
essary condition structure. Luna (2014) provides a very nice example with
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two dimensions of party system institutionalization, electoral volatility and
programmatic structure.

As a result, collapsing the two phenomena in a linear (additive) latent variable
measurement is misleading. Although future research is needed to explore the relation
between the two dimensions unpacked here and the remaining theoretical dimensions
and indicators included in Mainwaring and Scully’s conceptualization of PSI, the
analysis of the relationship between these first two dimensions presented in this paper
already constitutes sufficient ground for claiming that the concept’s structure (family
resemblance) and aggregation rule (linear addition of dimensions and their indicators
into a single index) need to be revised.

Conclusion

I have argued that current operationalizations of the concept of PSI, while faithful to
Mainwaring and Scully’s original theory, suffer from significant problems regarding
their validity. Those problems relate to PSI’s presumed conceptual structure, to meth-
odological decisions built in the operationalization of the concept (choices of indicators
and aggregation rules), and to the inconsistency between the theory of PSI and
observed empirical patterns.

PSI needs to be reconceptualized, not in terms of devising a new “family resem-
blance” measure, as it hitherto has been, but rather in terms of a “necessary and
sufficient” conceptual structure. Such a reconceptualization of PSI would allow ana-
lysts to retain Mainwaring (et al.)’s original insight concerning the central importance
of the phenomena it encapsulates while requiring analysts to adopt valid new empirical

Fig. 2 Electoral volatility and programmatic structure (2000s). Source: Own construction on the basis of Scott
Mainwaring, Annabela España, Edurne Zoco, and Carlos Gervasoni’s electoral volatility database and data
from the Democratic Accountability and Linkages Project (2009)

422 St Comp Int Dev (2014) 49:403–425

Answer: As Luna notes “As a result, collapsing the two phenomena in a
linear (additive) latent variable measurement is misleading. Although fu-
ture research is needed to explore the relation between the two dimensions
unpacked here and the remaining theoretical dimensions and indicators in-
cluded in Mainwaring and Scullys conceptualization of PSI, the analysis of
the relationship between these first two dimensions presented in this paper
already constitutes sufficient ground for claiming that the concepts structure
(family resemblance) and aggregation rule (linear addition of dimensions
and their indicators into a single index) need to be revised” (Luna 2014, 422;
see also Coppedge 2012 chapter for necessary condition scatter plot with a
necessary condition relationship between two latent variables)

262. How would could one interpret the clearly triangular relationship, see her
figure, between these two conflict variables? Could this be interpreted in
terms of constraints?

Figure 0.1 gives a broader view. Here, I plot the relationship between
scores on the Political Terror Scale (PTS, x axis) (Wood and Gibney 2010)
and scores on the Sexual Violence inArmedConflict dataset (SVAC, y axis)
(Cohen andNords 2014). Both the PTS and the SVAC are yearly indices as-
signed by coding qualitative reports. The PTSmeasures the overall level of
government repression on a scale of 1 (very low violence) to 5 (widespread
terror), focusing on lethal violence, torture, and detention. SVAC scores
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focus exclusively on sexual violence and are measured on a scale from
0 (very few reported cases of sexual violence) to 3 (widespread and/or
systematic sexual violence). . . . . Second, as with the missing northwest
quadrant of table 0.1 , there are zero governments whose highest level
of sexual violence exceeded their highest overall level of “terror” during
this period. Governments that perpetrate relatively high levels of sexual
violence in the context of low overall levels of violence are extraordinarily
rare. The reverse situation—high overall levels of violencewith low levels
of sexual violence—is relatively common. (Hoover Green 2018, 11)

REPERTOIRES AND RESTRAINT      11

approximately half the lethal violence in the Peruvian civil war (Ball et al. 2003). 
But I believe this would be a mistake. The Peruvian state used a wide repertoire 
of violence in chaotic, highly variable ways, while the Shining Path employed 
considerable violence in ways that were usually regimented and ritualistic. 

  Figure 0.1  gives a broader view. Here, I plot the relationship between scores 
on the Political Terror Scale (PTS,  x  axis) (Wood and Gibney 2010) and scores 
on the Sexual Violence in Armed Conflict dataset (SVAC,  y  axis) (Cohen and 
Nordås 2014). Both the PTS and the SVAC are yearly indices assigned by coding 
qualitative reports. The PTS measures the overall level of government repression 
on a scale of 1 (very low violence) to 5 (widespread terror), focusing on lethal 
violence, torture, and detention. SVAC scores focus exclusively on sexual violence 
and are measured on a scale from 0 (very few reported cases of sexual violence) to 
3 (widespread and/or systematic sexual violence).  Figure 0.1  shows the maximum 
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  FIGURE 0.1  Comparing PTS and SVAC scores for seventy-fi ve civil wars 

Answer:
This illustrates a virtually perfect necessary condition scatterplot. So PTS is
a necessary condition for SVAC. So PTS constrains the possible values SVAC
can take.

263. Abrahamson and Carter have a core concept which is systemic instability
which they argue is closely correlated to themaking of territorial claims. They
describe five forms that systemic instability can take. They create a composite
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measure using principal component analysis. Discuss how one might use
the fact that clearly it is a logical OR or additive relationship between these
five forms. What kind of aggregation operation and scaling might one use
to create this core variable and discuss the advantages and disadvantages of
that versus a principal components analysis.

Now that we have clarified why episodes of systemic and regional crisis
are associated with claim making, we outline the main five “types” of
events that generate such crises and how they work within the context of
our theory: 1. When one or more great powers experience considerable
domestic instability, this can generate systemic crisis. . . . 2. Wars involv-
ing multiple great powers often generate systemic turmoil. . . . 3. Major
reorganizations of the international order, which usually stem from the
settlement of major power wars, tend to leave serious bouts of systemic
turmoil in their wake. . . . 4. The breakup of empires into smaller units
also leads to systemic instability because it often involves a great power or
large state breaking into constituent parts. . . . 5. Great power competition
and conflict via proxy states can generate systemic turmoil. (Abramson
Carter 2021, 113–15)

264. Best shot aggregation is often connected to thresholds. This might appear
quite frequently in legal or bureaucratic contacts where the threshold then
implies some legal responsibility. Discuss this aggregation technique using
examples from international law.

Following the set of “grave breaches” outlined in the 1949 Geneva Con-
ventions, the treatment of enemy prisoners for capable captors in eachwar
is examined across six separate dimensions: execution, torture, denial of
legal rights, compulsory military conscription, hazardous labor, and poor
housing and nutrition conditions. Other than a few exceptions, for each
type of abuse the captor’s treatment is classified according to one of three
levels: high, medium, or low. . . . The individual component violations are
then used to construct a single summary indicator for the level of prisoner
abuse based on the following decision rule: the overall value of prisoner
abuse is equal to the highest level of offense across the six dimensions. . . .
This rule was adopted to hold captors to the stringent legal standards that
prevailed, since any of these violations on their own constitutes a war
crime punishable under international law. (Wallace 2015, 29–31)

265. Htun and Weldon (2018) create a series of multidimensional gender indices.
They are all additive in terms of aggregation and are treated in linear terms
in regression models. Discuss potential semantic transformations for these
additive indices. Is there an argument for a semantic transformation is not
linear? For example here is the one regarding violence against women:

We examined each of these dimensions of government response to vi-
olence against women for all countries in our study to build an index
to facilitate comparison. The index assigns higher values to those policy
regimes that addressmore types of violence andwhose actions span these
categories of services, legal reform, policy coordination, and prevention
of violence. This measure adapts the approach employed by Weldon, in
order to take into account the varied types of violence that are salient in
different contexts. Assessing this range of policies produces a score out of
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a total of ten points: Three points for services to victims . . . Three points
for legal reform . . . One point for policies or programs targeted to vul-
nerable populations of women . . . One point for prevention programs . . .
Our index sums these elements, so that more points imply more types of
government response. The most responsive governments score a 10 and
those that do nothing score a zero. Responsiveness means addressing as
many of these dimensions as possible, both responding to current victims
and preventing future violence. (Htun and Weldon 2018, 33–34)

266. Discuss the structure of the concept of “targeted mass killing” its structure
(i.e., aggregation) and threshold. Would a best shot aggregation technique
be more appropriate? The basic level concept is an ordinal one with 8 levels.
Would a semantic transformation be appropriate here.

Targeted mass killing is the direct killing of noncombatant members of a
group by a formally organized armed force that results in twenty-five or
more deaths in an annual period, with the intent of destroying the group
or intimidating the group by creating a perception of imminent threat to
its survival. A targeted group is defined in terms of political and/or ethnic
and/or religious identity. . . . From this broad set of potential cases, a new
episode of TMK was coded when there was evidence that an organized
armed actor: (1) killed twenty-five or more civilians in a year, (2) these
civilians were deliberately targeted by that actor) (3) one (or more) polit-
ical, ethnic, or religious group(s) were disproportionately targeted, and
(4) the group was targeted in order to substantially reduce its numbers,
expel, or affect the political activity of that specific group. An active TMK
episode was coded when all four of these criteria were met. . . . Table 1. A
Targeted Mass Killing (TMK) Ordinal Scale. (Butcher et al. 2020, 1528)

267. Morris’s wide ranging book The measure of civilization how social development
decides the fate of nations critically uses a key measure of the concept of “ social
development.” Below is an scaling–aggregation decision he faced. Discuss
the advantages and disadvantages of these two aggregation techniques, sum
then log versus log then sum. Morris focuses on the differences at the low
end of the index, why would in general sum of logs show greater differences?
Notice that the log in general accentuates differences on the low end.

the simplest way to bring out the variations in premodern social develop-
ment scores is by representing the data on a log-linear graph. I did this
at several points in Why the West Rules. For now, adding up the scores
on the four traits and then calculating the logarithm of the sum. This has
its uses, but if we instead calculate the separate logarithms of the four
traits and then add up the logs to produce a single score, we end up with
a graph that is no longer dominated by the high energy capture scores.
the two upper lines in figure 7.6 show the log of the sum of the traits for
West and East, while the two lower lines show the sum of the logs of the
traits. as can be seen, summing the logs of the traits produces curves that
are more sensitive to even quite small pre-twentieth-century changes in
organization, war making, and information technology. . . . The sum of
the logs, while less intuitively obvious, is more sensitive to small premod-
ern changes in organization, war making, and information technology.
(Morris 2013, 250)
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268. Discuss this philosophical claim that “natural kinds” cannot be formed via
the logical OR (disjunction). This means that many social science concepts
cannot be natural kinds.

I considered the question of whether a natural kind could be structured
disjunctively, and I argued that disjunctive categories do not correspond
to natural kinds (see section 1.4). The main consideration I put forward
for thinking so was that disjunctive categories are not projectible. It is
not that philosophers have privileged access to the a priori or conceptual
truth that natural kinds cannot be disjunctively structured. Rather, given
that the whole point of discovering natural kinds is to discover sets of
co-instantiated properties that are inductively linked to a series of other
properties, disjunctive categories do not enable us to achieve this goal.
Disjunction undermines projectibility, so it defeats the purpose of having
natural kinds in the first place. Moreover, this conclusion is vindicated by
the fact that disjunctive kinds are rarely if ever attested in actual scientific
practice, and where they are, they appear to be challenged by scientists
for sound reasons. (Khalidi 2013, 203)

269. In the literature on HDI and similar measures the question arises about equal
weighting of the dimensions. Can making all the dimensions necessary be
counted as equal weighting?

Another way of justifying equal weighting was based on normative ideas.
In particular, Haq claimed that the weights be determined ‘on the simple
premise that all these choices were very important and that there was no
a priori rationale for giving a higher weight to one choice than to another’
(Haq 1995b: 48). Similarly, Jahan explained: ‘The variables [which should
be read as “dimensions”] are given equal weights not because of simplic-
ity, but because of the philosophical reasoning that all the components
included in the HDI are equally important and desirable in their own
rights for building human capabilities’ (Jahan 2002: 155). (Hirai 2017, 85)

270. People often push for “integrated” development. Does suggest an additive
concept structure or something else? Take the various measures of well-being
or poverty as examples. See also the Women’s Peace and Security Index:
“The Sustainable Development Goals (SDGs) were adopted as an “integrated
and indivisible” set of goals, andwe sought to respect that principle by giving
equalweight to each of the three dimensions in theWPS Index.” (Georgetown
University’s Institute for Women, Peace and Security, PRIO 2017, 57)

271. Discuss the numerous scaling and aggregation decisions in the OECD ap-
proach to measuring well-being. For example:

Box 1.1. The OECD approach to measuring well-being The OECD frame-
work for measuring well-being was introduced in Hows Life? 2011. It
builds on a variety of national and international initiatives for measur-
ing the progress of societies, as well as on the recommendations of the
Stiglitz, Sen and Fitoussi Report (2009) and the input provided by the
National Statistical Offices (NSOs) represented in the OECD Committee
on Statistics and Statistical Policy. Conceptually, the framework reflects
elements of the capabilities approach (Sen, 1985; Alkire and Sarwar, 2009;
Anand, Durand and Heckman, 2011), with many dimensions addressing
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the factors that can expand peoples choices and opportunities to live the
lives that they value including health, education and income (see OECD,
2013a). This approach to measuring current well-being has several impor-
tant features: It puts people (individuals and households) at the centre of
the assessment, focusing on their life circumstances and their experiences
of well-being. It focuses on well-being outcomes aspects of life that are
directly and intrinsically important to people rather than the inputs and
outputs that might be used to deliver those outcomes. For example, in
the education dimension, measures focus on the skills and competencies
achieved, rather than on the money spent on schools or the number of
teachers trained. It includes outcomes that are both objective (i.e. ob-
servable by a third party) and intrinsically subjective (i.e. those where
only the person concerned can report on their inner feelings and states),
recognising that objective evidence about peoples life circumstances can
be usefully complemented by information about how people experience
their lives. . . . Taking these stocks as the primary measurement focus is
in line with the recommendations of the Stiglitz, Sen and Fitoussi Report
(2009) as well as several other recent measurement initiatives, including
the UNECE-Eurostat-OECD Task Force on Measuring Sustainable Devel-
opment (United Nations, 2009), the UNU-IDHP and UNEPs Inclusive
Wealth Report (2012), the Conference of European Statisticians Recom-
mendations on Measuring Sustainable Development (UNECE, 2014) and
several country initiatives (e.g. FSO, 2015; Statistics New Zealand, 2011).

272. Discuss the UNDP’s semantic transformation and aggregation arguments:

Societies can subsist without formal education, justifying the education
minimum of 0 years. The maximum for expected years of schooling,
18, is equivalent to achieving a masters degree in most countries. The
maximum for mean years of schooling, 15, is the projected maximum
of this indicator for 2025. . . . Having defined the minimum and maxi-
mum values, the dimension indices are calculated as: Dimension index
= (actual value minimum value)/ (maximum value minimum value) For
the education dimension, equation 1 is first applied to each of the two
indicators, and then the arithmetic mean of the two resulting indices is
taken. Using the arithmetic mean allows perfect substitutability between
mean years of schooling and expected years of schooling. Many devel-
oping countries have low school attainment among adults but are eager
to achieve universal primary and secondary school enrollment. (UNDP
2018, technical-notes, 2; emphasis is mine)

273. Race is notoriously a problematic concept. Discuss the history and method-
ology of determining race in the US Census. What are the normative im-
plications of this? What is the aggregation principle behind the “one-drop
rule”?

The constructed, contradictory, and fickle nature of US racial classification
is exemplified in the revisions of census categories. Since its inception in
1790, the decennial US census has counted the population by race/color.
For much of the censuss history, race was assigned to individuals by an
enumerator, characterized as unchangeable, and racemixturewas ignored
entirely. Yet, between 1850 and 1920, racial fluidity was acknowledged,
and periodically enumerated with specificity, via fractional mixed-race
categories: mulatto (half-black), quadroon (one-quarter black), and oc-
toroon (one-eighth black). By 1930, these categories were removed, and
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mixed-race blacks, as well as individuals of mixedwhite-Asian parentage,
were subjected to the one-drop rule and categorized with their minority
race. (Davenport 2020, 223)

274. Walter (1997, 340–41) gives “at least" three conditions that “must hold” for a
third-party guarantee to be effective in ending civil wars. Are each of these
necessary? Is there substitutability between them?

275. ExamineHartzell andHoddie’s (2003) concept of “power sharing.” Howdoes
substitutability play a big role in this concept?
Answer:
“An innovation of this study is to suggest that power sharing should instead be
considered a continuous variable that ranges in value from zero to four with
each increment representing an additional dimension of power sharing (po-
litical, territorial, military, and economic) specified in the rules governing the
society. The greater the overall number of power-sharing dimensions speci-
fied, the more likely that peaceful relates among collectivities will endure.”
(Hartzell and Hoddie 2003, 321) This clearly indicates a family resemblance
structure.
“A second reason that the inclusion of multiple dimensions of power sharing
in a negotiated civil war settlement proves advantageous to the prospects of
long-term peace is that it serves as a source of protection against the failure to
implement any single power-sharing provision of the settlement.” (Hartzell
and Hoddie 2003, 321). This clearly indicates that substitutability is core to
power-sharing.
Onemight test to see if any of the four measures is necessary. Also, one might
look at different forms of substitutability in addition to the straight additive
measure.

276. Substitutability places a key role in a couple of aspects ofGibson andHoward’s
(2007) analysis of the scapegoating of Jews in Russia in the 1990s. They note
that Jews have not been scapegoated in the 1990s. (1) How generally would
substitutability play a key role in thinking about scapegoating in general and
why some plausible groups might not be targeted. (2) Use substitutability
theory to suggest changes in the approach to the psychological variables,
dogmatism, xenophobia, etc. used as part of the explanation of scapegoating.
Answer:
(1) Itmay be that there aremultiple possible choices from scapegoats, i.e., they
are substitutable. So, for example, failure to scapegoat Jews is because there
is some substitute for them: “Finding whom to blame is not necessarily easy
or even possible, but for many Russians it likely makes more sense to blame
the Communists, the nomenklatura, the legacy of Communism, oligarchs, the
West, etc., than to blame Jews.” (2) It may be that you need only one of these
psychological attitudes, e.g., dogmatism OR xenophobia OR etc. to exhibit
scapegoat behavior.

277. Examine substitutability claims in Doyle and Sambanis’s analysis (2000) of
the effectiveness of UN peacekeeping.
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Answer:
“All strategies should address the local sources of hostility, the local capacities
for change, and the (net) specificdegree of international commitment available
to assist change. One can conceive of these as the three dimensions of a
triangle whose area is the ‘political space,’ or effective capacity, for building
peace. This suggests that the dimensions substitute for one another, that is,
more of one substitutes for less of another; less extreme hostilities substitute
for weak local capacity or minor international commitment.” (Doyle and
Sambanis 2000, 781; see also the statistical model of table 4, p. 791)
However, “Thus, we theorize that the PB [peacebuilding] process is captured
by: PB = IC [International Capabilities]*NLC [Net Local Capacity].” (Doyle
and Sambanis 2000, 782)

278. Multiple necessary conditions are sometimes used in a theory to eliminate
multiple ways of getting a zero on the dependent variable. Frequently the
language of constraints is used, e.g., the absence of the necessary condition
constrains the actor into a different path. The multiple necessary conditions
thus eliminate substitutable options. Discuss how this works in Doner et al.
(2005). Also, explain how the structure of their theory is very similar to
Downing’s (1992) on the emergence of democracy in early modern Europe?

279. Bennett (2006) and Werner (2000) uses different measures (and hence con-
cepts) of “similarity” between two countries’ regime types. Ignoring that
Werner uses 5 polity indicators, compare the two similarity measures using
the information in equation for the generalized mean:

min(a , b) ≤ (a ∗ b)1/2 ≤ a + b
2 ≤

(
(a2 + b2)

2

)1/2
≤ max(a , b) (1)

In general will the Bennett measure be larger or small than Werner’s? What
would a table or figure comparing these two measures look like?

280. Brancati (2006) presents a very interesting argument for using the maximum.
It combines case selection with the use of the maximum as an aggregation
technique. What is the error she makes about the maximum as an integration
technique?

The analysis presented in this article is an ordered logit analysis since the
dependent variables in this study are categories of conflict and rebellion
ordered from low to high forms of conflict and rebellion. This type of
analysis does not assume that the categories of intercommunal conflict
and antiregime rebellion are equally spaced, although it does assume that
the effects of the explanatory variables are the same for all categories of
the dependent variables. For this analysis, I aggregate the group level
data to the national level using the maximum level of antiregime rebellion
among “at-risk” groups in a country per year, and the maximum level of
intercommunal conflict among “at-risk” groups in a country per year as
my dependent variables.
I aggregate the data to the national level using the maximum value of
conflict or rebellion in a country per year because this method of aggrega-
tion overcomes group-based selection bias in the MAR data set. Since the
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MAR data set does not measure antiregime rebellion and intercommunal
conflict for all groups in a country but only “at risk” groups, any measure
that aggregates across groups, such as themedian level of conflict or rebel-
lion in a country, is biased by the absence of groups not deemed “at risk.”
Using the maximum level of conflict or rebellion in a country overcomes
this problem because it does not aggregate across groups. (Brancati 2006,
673)

Answer:
The maximum is an aggregation technique. Using the maximum means that
groups not in the dataset are assumed to have lower values than ones in the
dataset.

281. The concept book shows that the extension can go up with intension (i.e.,
adding secondary-level dimensions) for the family resemblance structure.
Construct an example where it can go down.
Answer:
Todo this create an examplewhere the newdimension is very rare empirically.

282. If the extension of a family resemblance concept can go either up or down
with intension (see the previous question) then can you provide a general rule
from when each direction (i.e., up or down) is likely to happen?
Answer:
If the added dimension is empirically very common then extension is likely
to go up. If the added dimension is empirically rare then extension is likely
to go down.

283. Frequently ideal types involve a long list of characteristics. Why does that
naturally lead to the use of family resemblance m-of-n procedures when
constructing measures? Fearon (2003) might be an example.
Answer:
It is very unlikely that any given object will actually have all the characteristics
listed as part of the ideal type. Hence, it is natural that one only requires a
certain minimum number. One can perhaps generalize that when long lists of
characteristics are given that family resemblance structures will be used, but
that when the number is small, necessary and sufficient condition structures
are more likely.

284. How does Sartori view the question of sufficiency in conceptualization and
concept structure? See also Collier and Levitsky (1997) for the same question.
Answer:
He focuses his attention on the minimal necessary conditions and does not
explicitly make claims about sufficiency. In one footnote he explicitly rejects
sufficiency ideas. Collier and Levitsky make no claims about sufficiency and
focus only on the minimum requirements for democracy.
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285. It was suggested in the concept book that hybrid concepts – with some neces-
sary and some facilitating conditions – might be good for idea types. Is this
what Diamon and Morlino are suggesting?

The five essays that follow are part of a collaborative effort, launched at
a conference at Stanford University, to elaborate and refine the concept of
democratic quality and to apply it to a series of six paired country compar-
isons. We asked each author to discuss a particular dimension of the qual-
ity of democracy such as freedom, the rule of law, vertical accountability,
responsiveness, and equality (our own list, and by no means exhaustive).
We wanted each author to explain how the dimension in question relates
to other dimensions in our framework, to suggest possible indicators for
measuring the dimension, to identifyways inwhich this element of demo-
cratic quality is subverted in the real world, and to offer (where possible)
policy recommendations. Our full framework features eight dimensions:
the five outlined above, plus participation, competition, and horizontal
accountability. Other dimensions might include transparency and the ef-
fectiveness of representation. The different aspects of democratic quality
overlap, however, and we choose to treat these latter two as elements of
our principal dimensions. We attempt here to identify some of the ways
in which the different elements of democracy not only overlap, but also
depend upon one another, forming a system in which improvement along
one dimension (such as participation) can have beneficial effects along
others (such as equality and accountability). At the same time, however,
there can be trade-offs between the different dimensions of democratic
quality, and it is impossible to maximize all of them at once. In this sense
at least, every democratic country must make an inherently value-laden
choice about what kind of democracy it wishes to be. Talk of a “good” or
“better” democracy implies knowing what democracy is. At a minimum,
democracy requires: 1) universal, adult suffrage; 2) recurring, free, com-
petitive, and fair elections; 3) more than one serious political party; and 4)
alternative sources of information. If elections are to be truly meaningful,
free, and fair, there must be some degree of civil and political freedom
beyond the electoral arena so that citizens can articulate and organize
around their political beliefs and interests. Once a country meets these
basic standards, further empirical analysis can ask how well it achieves
the three main goals of an ideal democracy–political and civil freedom,
popular sovereignty (control over public policies and the officials who
make them), and political equality (in these rights and powers)–as well
as broader standards of good governance (such as transparency, legality,
and responsible rule). (Diamond and Morlino 2004, 20–21)

286. TheDiagnostic and statistical manual of mental disorders (DSM-V) providesmany
nice examples of how important decisions are made using mostly family
resemblance concept structures. Choose some of the diseases on the list and
analyze their structure.

287. In Resort to Arms, Small and Singer (1982, 210) defined a civil war as “any
armed conflict that involves (a) military action internal to the metropole, (b)
the active participation of the national government, and (c) effective resistance
by both sides." This appears as a list concept. How can you ascertain, given
that data are being collected, if the necessary and sufficient condition or family
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resemblance concept structure is being used? The same question can be asked
of Sambanis (2004) who has an “operational definition” of civil war.
Answer:
Typically it is easy to see the necessary and sufficient condition structure even
though it is not explicitly stated. If you examine how the data are actually
collected almost always failure on one item of the definition means that the
case is excluded. This means that each item is in fact a necessary condition.

288. Examine Hartzell and Hoddie’s (2003) concept of “power sharing” and the
resolution of civil wars (one only need read pp. 318–21). What is the structure
of the concept (necessary and sufficient condition or family resemblance)?
How does substitutability play a big role in this concept?
Answer:
“An innovation of this study is to suggest that power sharing should instead be
considered a continuous variable that ranges in value from zero to four with
each increment representing an additional dimension of power sharing (po-
litical, territorial, military, and economic) specified in the rules governing the
society. The greater the overall number of power-sharing dimensions speci-
fied, the more likely that peaceful relates among collectivities will endure.”
(Hartzell and Hoddie 2003, 321) This clearly indicates a family resemblance
structure.
“A second reason that the inclusion of multiple dimensions of power sharing
in a negotiated civil war settlement proves advantageous to the prospects of
long-term peace is that it serves as a source of protection against the failure to
implement any single power-sharing provision of the settlement.” (Hartzell
and Hoddie 2003, 321). This clearly indicates that substitutability is core to
power-sharing.

289. Discuss the King and Murray’s measure of “human security”. (1) Compare
their analysis to Nussbaum’s view of human well-being (2) Evaluate their
claim that they do not need to justify their weights because they are not using
any.

According to our definition, a person is in a state of generalized poverty
whenever he or she dips below the pre-defined threshold in any of the
component areas of well-being. Our dichotomization of each component
of well-being is based on the belief that there is a qualitative difference in
life experience above and below the threshold. For example, the differ-
ence between not having enough food and nutrition to survive and having
enough food is fundamentally different from the difference between hav-
ing enough food to survive and having food that also tastes especially
good.
A key advantage of our definition of generalized poverty is that it does
not require a set of weights to be developed to equalize the different
domains of well-being. Since a person missing even one of these essential
elements for any part of a year would be considered impoverished, the
only arbitrary element in the definition is the threshold for each domain
of well-being. Moreover, the policy world has much experience with
choosing threshold values for income and many other areas (such as to
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decidewhether individuals qualify for certain programs). Although these
thresholds are arbitrary and can be improved in theory in some ways (at
the cost of simplicity), they are frequently used because they are fairly
accurate reactions of peoples life experiences and are simple to use. In
addition, small changes in these thresholds do not always produce as large
changes in population-based indexes as weights would in an aggregate
well-being index.
For example, we treat both (1) being tortured and (2) being tortured and
starving, as impoverished and unacceptable conditions. Condition 2 may
be harder to remedy than 1, but we do not have to decide how much
worse 2 is than 1 in order to decide that the person is experiencing a
state of generalized poverty. Similarly, few would argue that persons to
be tortured four times in the next year are secure no matter how high
their income. Rather, being tortured in the next year will put them in a
state of deprivation or generalized poverty. The prospect of this outcome
makes them insecure today. Of course, for analytical purposes other than
defining human security, definitions of generalized poverty that include
trade-offs between the level of achievement in one domain of well being
versus another may be appropriate, particularly when individuals freely
choose to balance some domains of well-being against others. Since we
do not need to create and justify weights in combining domains, we can
include as many other domains as the international community agrees
on. For example, we can include education as a domain of well-being,
even though it was once not considered an essential element for having a
minimal level of well-being. (King and Murray 2002, 594–95)

Answer:
Clearly they take a necessary condition view of the “human security” concept.
They are in fact weighting each dimension, and could use fuzzy logic weights
if they wanted.

290. Analyze in three-level terms Vanhanen’s concepts of “ethnic heterogeneity.”
In particular, contrast the issue of redundancy (or substitutability) at the
indicator level and the secondary level.

The measurement of ethnic division therefore is based on three types of
ethnic groups: (1) ethnic groups based on racial differences, (2) ethnic
groups based on linguistic, national or tribal differences, and (3) ethnic
groups based on stabilized old religious communities. Thuswe have three
operationally defined indicators tomeasure three dimensions of ethnic di-
vision. In each dimension, the level of ethnic division will be measured
by the percentage of the largest ethnic group of the country’s total popula-
tion. Together the three percentages measure the relative degree of ethnic
homogeneity, and the inverse percentages measure the degree of ethnic
heterogeneity. The three inverse percentages of ethnic heterogeneity are
combined into an Index of Ethnic Heterogeneity (EH) by summing the
three percentages. This index is used as the principal operational sub-
stitute for the hypothetical concept “ethnic division.” (Vanhanen 1999,
59)

Contrast that with his three-level concept of “ethnic conflict.” What is the
three-level structure here? In particular, in terms of combining the two
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secondary-level dimensions of “violent ethnic conflict” and “institutionalized
ethnic conflict” what is the role of redundancy?
Answer:
Vanhanen justifies his procedure:

Is it justified to combine the three dimensions of ethnic heterogeneity into
an index in this way or do the dimensions differ too greatly from each
other? My argument is that different forms of ethnic division strengthen
each other and that, it is justified to sum the percentages. For example, if
the population of a country is divided into separate ethnic groups not only
by language or nationality, but also by clear racial or religious division,
the degree of ethnic heterogeneity is higher than in a country in which the
population is divided into separate groups only by language or religion.
Besides, I am not especially interested in the affects of any particular
ethnic division, I am interested in the total level of ethnic heterogeneity.
(Vanhanen 1999, 59)

If one thinks that redundancy is acceptable because each factor reinforces the
other, one might think of multiplication instead of addition at the secondary
level. Also, one wonders why the argument he uses at the secondary level
cannot also be used at the indicator level where he applies themaximum, thus
signaling complete substitutability.
When combining his two secondary-level factors of ethnic conflict he adds
them. But since he argues that they are two indicators of the same thing, the
mean would be more appropriate.

Because the two scales of institutionalized and violent ethnic conflict are
intended to measure the same phenomenon from two different perspec-
tives, it is reasonable to combine the scores of the two dimensions into a
combined Index of Ethnic Conflict (EC). It is done simply by adding the
scores. This means that the value of EC can vary between 0 and 200. This
index is used as the principal empirical indicator of ethnic conflict in this
study. (Vanhanen 1999, 62)

291. Describe Kramer’s (2002) view of the concept of “liberty” or “freedom” as
a three-level concept, where the levels are (1) overall liberty, (2) individual
liberty, and (3) token liberty. What is the structural principle used at each
level?
Answer:
The secondary-level dimensions of individual liberties which combine via
family resemblance to constitute overall liberty. This produces a continuous
basic-level concept, e.g., 3/5 particular liberties defines .60 as the level of
overall liberty. Token liberties – data/ indicator level – are specific occasions
where individuals can have or not (dichotomously) liberty. Kramer argues
that if an individual token has liberty then the secondary-level dimension has
liberty (p. 240).

292. The concept of customary international law has provoked much discussion.
Traditionally the concept has two secondary-level dimensions “state practice”
and opinio juris (“the practice is required by, or consistent with, prevailing
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international law” (Kirgis 1987, 146). Thus international law faces the same
problem as concept-builders in thinking about how to structure the relation-
ship between these two defining dimensions. Discuss Kirgis’s approach, it is
necessary condition or family resemblance?
Answer:
Kirgis clearly argues that there cases where if the weight of one secondary-
level dimension is larger enough it can substitute for lack of state practice.
Human rights law would be an example.

293. “Any definition that requires a combination of characteristics captures only a
subset of most of the identities that comparative political scientists classify as
ethnic” (Chandra 2008, 413). What is the implicit assumption about concept
structure that Chandra is making if this statement is to be true.
Answer:
She is clearly talking about a necessary condition structure: “Although I have
discussed each characteristic individually, most definitions of ethnic iden-
tity incorporate various secondary characteristics in addition to the primary
characteristic of descent. Any definition that requires a combination of char-
acteristics captures only a subset of most of the identities that comparative
political scientists classify as ethnic. This is because, as shown above, each
characteristic, taken singly, captures only a subset of these identities. Because
any one of the defining characteristics discussed above captures at best a sub-
set of the classification thatwe startedwith, any combination of characteristics
will capture a still smaller subset. Figure 1 illustrates this point” (Chandra
2008, 412–13).

294. Fearon (2003) has proposed an important concept of “ethnic group.” Here is
the core of his concept. What is the structure used for this concept?

Another approach to definition—in several ways more useful for the pur-
pose of constructing a list by countries—is to employ the idea of “radial
categories” advanced by linguists and cognitive scientists (Lakoff, 1987;
see Collier and Mahon, 1993, for a discussion with respect to political sci-
ence). In practice, people may understand the meaning of a concept X by
reference to prototypical cases. Less prototypical cases may not share all
the features of a prototype, and yet still be validly classed as Xs, at least in
some circumstances. For example, the prototypical ethnic group has the
following features: 1. Membership in the group is reckoned primarily by
descent by both members and non- members. 2. Members are conscious
of group membership and view it as normatively and psychologically im-
portant to them. 3. Members share some distinguishing cultural features,
such as common language, religion, and customs. 4. These cultural fea-
tures are held to be valuable by a large majority of members of the group.
5. The group has a homeland, or at least “remembers” one. 6. The group
has a shared and collectively represented history as a group. Further, this
history is not wholly manufactured, but has some basis in fact. 7. The
group is potentially “stand alone” in a conceptual sense—that is, it is not
a caste or caste-like group (e.g., European nobility or commoners). . . . In
assembling the list discussed below, I am looking for groups that meet
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the “prototype” conditions as much as possible. This implies that I al-
low groups distinguished from others in the same country primarily by
religion provided that theymeet condition 1 (membership has a strong de-
scent basis) and condition 2 (self-consciousness as group). It also implies
that I do not count castes in South Asia as ethnic groups, even though I
readily admit that they share an important “family resemblance” to ethnic
groups through the descent criterion, and could be validly considered as
ethnic groups in some research designs (Horowitz, 1985; Chandra, 2000).
I believe that a large majority of the groups in the list discussed below
meet the conditions for a “prototypical” group fairly well, although for
a number of cases, especially in Asia and Africa, the extent to which 2,
4, and 6 are met is unclear. These continents have many groups that are
identified by some language commonality, which inmost cases does mark
some cultural similarity. But the extent of their “groupness,” or sense of
common identity (conditions 2, 4, and 6) is not clear from the sources I
have been able to consult. (Fearon 2003, 201–2).

Answer:
It appears that he is using an implicit family resemblance structure in that not
all seven characteristics must be present to be coded as an ethnic group.
Chandra and Wilkinson have this to say about Fearon: “In an improvement
over the other two data sets, Fearon (2003) does provide a conceptual justi-
fication for his count. He attempts to include groups that fulfill as many of
the following prototypical criteria as possible: First, membership is reckoned
primarily by descent. Second, members are conscious of group membership.
Third, members share distinguishing cultural features. Fourth, these cultural
features are valued by a majority of members. Fifth, the group has or remem-
bers a homeland. Sixth, the group has a shared history as a group that is
“not wholly manufactured but has some basis in fact. Seventh, the group “is
potentially stand alone in a conceptual sense – that is, it is not a caste or caste-
like group” (p. 201). . . . Nor is it clear howmany prototypical criteria a group
must satisfy to be included or how a coder should decide between multiple
candidate groups on multiple dimensions that fit the prototypical criteria.
Why, for instance, was the category Jat (included in Atlas Narodov Mira but
not in Fearon’swork [2003]), which appears tomeet the first six criteria but not
the seventh, not chosen over the category Punjabi, which appears to meet the
first, third, fourth, and fifth criteria but not the second, sixth, and arguably,
seventh? Some of the groups included in Fearon’s count do not meet several
of the conditions. Hindi speakers, for instance, are not a group in which
members are conscious of group membership, share distinguishing cultural
features that are valued by a majority of members, and have or remember a
homeland” (2008, 531).

295. Critical to the construction and analysis of concepts is the underlying scale
or continuum from the positive to negative poles. One way to argue for an
underlying continuum is if the data have the structure of a Guttman scale
(Guttman 1944). The CIRI measure of human rights violations has four cat-
egories of violation: (1) torture, (2) political imprisonment, (3) extrajudicial
killings, (4) disappearances. If the data fit the Guttman requirements then
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each category is a subset of the lower level categories. For example, if a state
does (2) then does (1); if it does (3) then it also does (2) and (1); if it does (4)
then it does (1)–(3). Cingranelli and Richards (1997) argue that their data on
physical integrity rights has basically this structure. Draw a Venn diagram
illustrating what this looks like.
Cingranelli and Richards propose a quantitative measure where each of the
four dimensions gets 0–2 on the level of violations in a given country in a
given year; their final score is the sum of the scores of the four dimensions.
Thus theworst performing states score 8, and the least human rights violating
states get 0.
Addition is one way to structure the concept. Another is the maximum. To
make this simpler, assume that one can only score 0 or two on each dimension.
Provide a rescaling of the four dimensions of the CIRI scale so that when you
use the maximum to aggregate you would get exactly the same final score as
the CIRI data if the data fit perfectly the Guttman requirements.
One problem is that the data do not exactly fit the Guttman requirements. For
example, there are cases with “extrajudicial killing” but no “political impris-
onment.” Howwould your proposed rescaling and use of the maximum deal
with these cases? Do you think it is better or worse than using the sum.
Woods and Gibney (2009) critique the CIRI scale because it would count
the torture, political imprisonment, and disappearance of a single individual
three times. How does your proposal using the maximum deal with or not
this critique?
Answer:
Rescale the data so that (1) (i.e., torture) gets 0 or 2 points, (2) gets 0 or 4
points, (3) gets zero or 6 points, and (4) (i.e., disappearances) gets zero or 8.
If the data fit perfectly the Guttman assumption, then if a country-year gets is
scored for disappearances, it would have all levels (1)-(3) and hence a total of
eight. With the new scoring system it would also have a score of eight. Note
that things would get more complicated with a 0, 1, or 2 scale, instead of the
0 or 2, but the logic would be the same.
The logic is then not to count multiple acts against an individual person
separately but to only count themost severe act of physical integrity violation.

296. Pevehouse in an important study of the impact of regional organizations on
democratization wants to measure the “democraticness” of a regional organi-
zation. This is defined as the number of member states that are democracies.
Of course a given country is likely a member of numerous regional IGOs, the
question is then is how to aggregate to give one number for the variable: “I
use only the most democratic organization to measure each state’s IO involve-
ment (versus an average of all IOs) since it should take only one membership
to supply any of the causal mechanisms posited by my theory” (Pevehouse
2005, 70). Discuss this rationale for using the maximum as an aggregation or
structural principle.
Answer:

136



One might argue that it is the “net effect” of democratic and authoritarian
IGO memberships. Also, it is possible that multiple memberships in IGOs
might have an increased effect. Hence one could test variables such maxi-
mum authoritarian membership in regional IGOs, or sum of democratic IGO
memberships.

297. Abbott, Keohane, Moravcsik, Slaughter, and Snidal (2000) published a very
influential article on “The concept of legalization.” This article could serve
as a good example for the discussion of concepts. (1) Draw a diagram that
represents the three-level structure of their concept. The three secondary-
level dimensions are quite clear and the indicators are given in various tables.
(2) What is the structure that they implicitly use to connect secondary-level
dimensions and indicators? (3) Thinking about the negation of a concept is
important; what about the negations given in figure 1 as well as table 1? (4)
“Delegation” (table 4) might be separated into two, or even three, separate
dimensions? Are “dispute resolution,” “rule-making” and “implementation”
part of the higher level concept of “delegation?” (5) In the delegation dimen-
sion the concept of “binding” appears frequently, but is also central to the
“obligation” dimension. Is this a problem?
Answer:
It seems like the implicit structuring used at both levels is the family resem-
blance one. There is not much sense that any of these are necessary. There are
potentially other negations that could be used in figure 1, such as “nonbind-
ing” for obligation. For precision it is interesting that the positive pole uses the
term “rule”while the negative pole uses the term “norm.” Delegation is prob-
lematic because it includes both implementation and arbitration. In terms of
figure 1, “international court” suggests third-party dispute settlementmecha-
nism and so the oppositemight be bilateral agreements. Much of the problem
with delegation is that this is where most of the organizational dimensions of
legalization appear; but it is not obvious that one would lump administra-
tive, monitoring, and sanctioning organizations together with courts (i.e., one
would not do this in an analysis of domestic governance and legal systems.)
Also missing is a potential dimension about who makes international rules,
e.g., states, United Nations, IGOs, etc.

298. Brown (2010) proposes a measure for measuring IGO delegation and then
applies it to two IGOs. Table 1 has the standard three-level concept struc-
ture. He defends a additive index of all the indicator-level variables. Discuss
alternative aggregation procedures. Different indicators have different maxi-
mum possible values which implies a weighting scheme. The additive index
assumes substitutability and equivalence, theoretical and empirical, of the
various indicators. Discuss this weighting and aggregation scheme.

299. Bühlmann et al.’s (2012) Democracy Barometer uses an interesting graphical
device to showhowcountries score on thenine key components of the concept,
reproduced here as figure 9. Propose howone could use this to give ameasure
from zero to 1.0 of the overall qualitative of democracy. Could you extend
this to 9-dimensional space?
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Figure 9: Measuring the quality of democracy

Figure 3 The development of the quality of democracy.

Figure 2 Shapes of democracy, three countries compared. IL: Individual Liberties; RL: Rule of Law; PS: Public
Sphere; CO: Competition; MC: Mutual Constraints; GC: Governmental Capability; TR: Transparency;
PA: Participation; and RE: Representation.

marc bühlmann et al european political science: 11 2012 529

Source: Bühlmann et al. 2012.

Answer:
The overall measure would be percentage of the polygon covered in gray.
An extension to nine-dimensional space would be the volume of the convex
surface defined by the nine points (one can visualize this with a cube).

300. Call (2010) discusses the literature on the important and large concept of
“failed state.” He argues that there are three large secondary-level dimensions
to this concept conceptualized by three “gaps”: (1) capacity gap, (2) security
gap, and (3) legitimacy gap. He illustrates this via a triangle with each
dimension at a corner What is an alternative way to illustrate this? What are
its advantages and disadvantages vis-à-vis a triangle figure?
Answer:
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Aperhapsmore natural way to illustrate this is via a cube. If one tries to locate
a countrywithin a triangle it will be very difficult to illustrate its distance from
each corner, because one is trying to force three dimensions into two. Also, the
three-dimensional version of a triangle is often a pyramid. This is not good
because one cannot be high (or low) on one dimension and low on another.

301. Skaaning et al. make the claim: “Our claim is that once a minimal level of
inclusion has been attained—sufficient to constitute an electorate and hence
the precondition for an election, as discussed—further increases in suffrage
are irrelevant unless and until elections are competitive. This argument will
be taken up below.” (Skaaning et al. 2015, 2). Discuss how aggregation
and substitutability are explicitly or implicitly involved conceptualization and
measurement of this “lexical” index.

Theories and concepts, e.g., two-level theories

302. Two level or SUINmodels raise questions about what to include in the statisti-
cal analysis. An example on the independent variable side is Uzonyi’s concept
of a “big political opportunity” which takes three forms that are expressed in
his three hypotheses. Should he include each of the three forms separately in
a regression analysis or just the higher variable formed by the logical OR?

There are generally three types of domestic unrest that may lead to the
onset of genocide or politicide. The first, which is captured by those
scholars focusing on big opportunities for government mass murder, are
militarized threats to a countrys political leadership. . . . Coups provide
a similar logic. . . . The third type of threat a government faces is non-
militarized unrest. Non-militarized domestic unrest, such as protests,
riots and strikes, can spark political violence if the regime perceives that
such unrest will grow into greater instability. (Uzonyi 2016, 318–19)

303. Ohlson (2008) “Understanding causes of war and peace” has implicit two-
level theory. One might think that the basic level variables are the same, his
“Triple-R” triangle for both causes ofwar and causes of conflict resolution, but
that the secondary-level variables are different for each dependent variable.
Discuss.

304. Horowitz (2010) chapter 2 presents a two-level theory. For the two core, basic
level, independent variables of organizational capital and financial intensity.
Draw a figure with ANDs and ORs (or with *’s and +’s for the linear algebra
version) that represent the logical structure of his theory.

305. Discuss theRodrik (2007) figure below. Note that everything is conceptualized
as a constraint (see chapters 2 and 4 ofMultimethod research, causal mechanisms,
and case studies: an integrated approach). Which case studies would be useful?
Which ones does he do? Discuss the nature of the arrows – e.g., are they causal
– and the two-level structure of the causal mechanism. Could the arrows be
casually going up instead of down?
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Movingdown the branches of thedecision tree is tantamount todiscarding
candidates for the most binding constraint on growth. The overarching
lesson from our theoretical analysis is that it is this constraint, once iden-
tified, that deserves the most attention from policymakers. (Rodrik 2007,
66)

66 C H A P T E R  T W O

Moving down the branches of the decision tree is tantamount to
discarding candidates for the most binding constraint on growth. The over-
arching lesson from our theoretical analysis is that it is this constraint, once
identified, that deserves the most attention from policymakers. 

COUNTRY EXPERIENCES: IDENTIFYING

THE BINDING CONSTRAINTS

We now have a framework to think of growth diagnostics. In this
section we apply our approach to three countries with three very different
growth experiences: Brazil, El Salvador, and the Dominican Republic.

The first two countries have had lackluster growth in spite of quite
impressive reforms. The last had a sustained period of very rapid growth
triggered by rather modest reforms, but more recently has stumbled into a
financial crisis from which it has had difficulty extricating itself fully.

Both Brazil and El Salvador made major efforts at dealing with
their perceived problems during the 1990s. Brazil returned to democracy in
the 1980s, started opening up its economy in the early 1990s, stopped

Fig. 2.1. Growth diagnostics
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306. Tilly 2004 (particularly chapter 1) provides a rich variety of potential INUS
and/or two-level models, for example:

The book’s most general claims follow: . . . at least one of the processes
under each of the first two headings (categorical inequality and trust
networks) and all of the processes under the third heading (alterations of
public politics) must occur for democratization to ensure. (Tilly 2004, 22).

Formalize his theories in terms of figures and/or INUS equations. This ex-
ercise also works well for Tilly’s account of other prominent theories (e.g.,
Rueschemeyer, Stephens, and Stephens 1992).

307. Kaufman (2006) provides an INUS model for explaining extreme ethnic con-
flict. Write the INUS formula for his model, discussing which variables are
necessary condition and how sufficiency is achieved. Use the INUS model to
explain why Kaufman argues that “peace,” i.e., no extreme ethnic conflict, is
overdetermined (e.g., p. 56). See Bennett andGeorge (2005) for a discussion of
INUS models; the original source is Mackie (1980); Ragin’s methods produce
in general INUS models.
Answer:
Here are the basic variables in Kaufman’s model:

Symbolist theory posits the following causal chain, but first, three precon-
ditions for ethnic war are necessary: S1. Widespread group myths exist
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on both sides that explicitly justify hostility toward, or the need to domi-
nate, the ethnic adversary. S2. Fear of group extinction is strong on both
sides at the time violence breaks out. S3. Both sides have a territorial base
and the opportunity to mobilize. Next, mobilization for violent conflict is
driven by three processes: S4. Extreme mass hostility is expressed in the
media and in popular support for the goal of political domination over
ethnic rivals (on at least one side) or resistance to such domination. S5.
Chauvinist elites use symbolic appeals to group myths, tapping into and
promoting fear and mass hostility, to mobilize their groups for conflict.
S6. A predation-driven security dilemma arises, in which the growing
extremism of the leadership on at least one side results in radicalization
of the leadership on the other. These propositions together identify a
causal mechanism. For the model to be correct, there must be evidence
that in each case of ethnic war, the necessary preconditions not only were
present but were causally important in enabling chauvinist mobilization
and in causing a predation-driven security dilemma. Additionally, the
logic requires that an explicitly genocidal policy must be based on explic-
itly eliminationist myths. (Kaufman 2006, 58)

One INUS model would be: S1*S2*S3*(S4+S5+S6).
“Peace” is overdetermined in the sense that if any of the necessary condi-
tions, i.e., S1–S3 is absent then there is no conflict. Conflict is also absent if
(S4+S5+S6) is too small.

308. Compare Geddes’s (1993) figure of Skocpol’s theory to that in chapter 10 of
Social science concepts. Give two major differences between the two.
Answer:
(1) military threat, and substitutability of other causes of state breakdown and
(2) problems with interaction term and her interest in “the" effect of military
threat.

309. One important question is the extent to which two-level or fuzzy set mod-
els/methods differ from statistical ones. Examine Geddes’s (1993) figures
3.5 and 3.6. She finds no linear relationship between labor repression and
economic growth. Draw a new horizontal and vertical through these fig-
ures which gives a 2×2 table that nicely supports the hypothesis that labor
repression is a necessary condition for high economic growth.
Answer:
One can easily draw horizontal and vertical lines through her scatter plot to
show that her data support the necessary condition hypothesis. Just draw a
horizontal line at around 4% GDP growth and the vertical line at 1.5 labor
repression.

310. Reformulate Doyle and Sambanis’s analysis (2000) of the effectiveness of UN
peacekeeping in two-level terms.
Answer:
Basic level concepts are (1) international capacities, (2) hostility, and (3) local
capacity. For secondary-level variables see page 783, in the section “The
Explanatory Variables.”
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“Thus, we theorize that the PB [peacebuilding] process is captured by: PB = IC
[International Capabilities]*NLC [Net Local Capacity].” (Doyle and Sambanis
2000, 782)
“All strategies should address the local sources of hostility, the local capacities
for change, and the (net) specificdegree of international commitment available
to assist change. One can conceive of these as the three dimensions of a
triangle whose area is the ‘political space,’ or effective capacity, for building
peace. This suggests that the dimensions substitute for one another, that is,
more of one substitutes for less of another; less extreme hostilities substitute
for weak local capacity or minor international commitment.” (Doyle and
Sambanis 2000, 781; see also the statistical model of table 4, p. 791)

311. Elman (2005) in his article on typological methods discusses the method of
“indexing.” Using his discussion of Walt’s theory of alliance, explain how
indexing can be the creation of a higher level variable/concept. How would
the indexing he does fit into the varieties of two-level theories?
Answer:
“Threat” is composed of several secondary-level variables such as capability
and proximity. By adding up the scores he is clearly using a family resem-
blance strategy.

312. Combine Walter (1997) and Hartzell and Hoddie (2003) to form a two-level
theory of civil war conflict resolution. As basic-level variables use third-
party guarantees and power-sharing. See Walter for an argument about the
structural relationship between the two. (Note: you might assume the scope
conditions that the countries have already started negotiations.)
Answer:
Walter (p. 351) clearly argues that there is substitutability between the two
basic-level variables. Walter argues a necessary and sufficient condition view
of credible commitments (though she is not completely explicit on this point).
Hartzell and Hoddie clearly argue for a family resemblance perspective on
power-sharing (p. 321).

313. What are the three “basic level" hypotheses in Skocpol’s States and social rev-
olutions and which one of these is Geddes (2003) basically (though obviously
not exactly) testing in her discussion of Skocpol?
Answer:
The three basic-level hypotheses are: (1) peasant revolt is necessary for social
revolution; (2) state breakdown is necessary for social revolution; and (3)
the combination of peasant revolt and state breakdown is sufficient for social
revolution.
Geddes explores whether “external threat” is correlated with the occurrence
of social revolution. She operationalizes external threat in terms of invasion
and/or loss of territory. She also briefly explores the hypothesis that external
threat is necessary for social revolution. Hence, Geddes examines whether
one of Skocpol’s secondary-level variables for “state breakdown” is causally
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related to social revolution. Note that Skocpol herself hypothesizes that exter-
nal threat affects social revolution byworking through the basic-level variable
of state breakdown.

314. Sekhon (2004) analyzed Skocpol’s theory of social revolution using statistical
assumptions. Compare his analysis of Skocpol with the fuzzy-set analysis of
Skocpol in chapter 9.
Answer:
Sekhon reassesses Geddes’s data from Latin America concerning the rela-
tionship between defeat in war and revolution. Contrary to Geddes, he con-
cludes that these data do not rule out the possibility that the two factors are
(probabilistically) related to one another. Hence, he concludes that Skocpol’s
argument may be correct, if stated probabilistically.
By contrast, chapter 10 evaluates Skocpol’s theory under the assumption that
defeat inwar is a secondary-level variable that affects social revolution only by
working through the basic-level variable of state breakdown. Hence, from this
perspective, Sekhon’s reanalysis is not directly testing the theory developed
by Skocpol.

315. Burawoy’s (1989) critique of Skocpol shows how important, and how difficult,
it is to see the complete causal structure of Skocpol’s argument. His table
1 (p. 768) clearly divides variables into two levels and he correctly identifies
peasant revolt and state crisis as the basic-level variables. However, he does
not interpret the relationship between the secondary level and the basic level
correctly. What is the nature of his error?

The task now is to show that both international pressure and an ‘organized
and independent dominant class with leverage in the state’ were neces-
sary ingredients for political crisis . . . So far so good, but note immediately
that the contrasting cases [Germany and Japan] do not demonstrate ‘in-
ternational pressure’ as necessary for the development of a revolutionary
political crisis. In the next chapter Skocpol examines the necessary condi-
tions for the second component of revolution: peasant revolt . . . She now
has to demonstrate that both political crisis and peasant autonomy were
necessary for peasant revolt. (Burawoy 1989, 766)

Answer:
Burawoy assumes that the secondary-level variables are necessary for the
basic-level variables. However, the indicator/data-level variables are better
characterized as individually sufficient for the basic-level variable.

316. Most and Starr introduced the influential notion of foreign policy substi-
tutability (Most and Starr 1984; see also Most and Starr 1989). They are also
well-known for the idea that opportunity and willingness are individually
necessary and jointly sufficient for foreign policy action (Starr 1996). Put
opportunity and willingness together with foreign policy substitutability to
get the structure that Ostrom uses in her model of common pool resource
institutions.
Answer:
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If one puts opportunity and willingness at the basic level and foreign policy
substitutability at the secondary level, one arrives at a two-levelmodel. Cioffi-
Revilla and Starr (2003) formally present this kind of model in a completely
probabilistic fashion.

317. Interpret the following theories in two-level terms. Somemay not be complete
two-levelmodels, in that the secondary-levelmaynot alwaysbe clearlypresent
for all basic-level factors.
(1) Marks, G. 1986. Neocorporatism, and incomes policy in western Europe
and North America. Comparative Politics 18:253–77.
(2) Diehl, P., C. Ku, and D. Zamora. 2003. The dynamics of international
law: the interaction of the normative and operating systems. International
Organization 57:43–57.
(3) Jacoby, Wade. 2001. Imitation and politics: redesigning modern Germany.
Ithaca: Cornell University Press.
(4) Ertman, Thomas. 1997. Birth of the leviathan: building states and regimes in
medieval and early modern Europe. Cambridge: Cambridge University Press.
(5) Kingdon, John. 1984. Agendas, alternatives, and public policies. Boston:
Little, Brown.
(6) Linz, Juan J., and Alfred Stepan. 1996. Problems of democratic transition
and consolidation: Southern Europe, South America, and Post-Communist Europe.
Baltimore: The Johns Hopkins University Press.
(7)Wickham-Crowley, Timothy. 1996. Guerillas and revolution in Latin America:
a comparative study of insurgents and regimes since 1956. Princeton: Princeton
University Press.
(8) Burgerman, S. 2001. Moral victories: how activists provoke multilateral action.
Ithaca: Cornell University Press.
(9) Kugler, J., and A. Organski. 1989. The power transition: a retrospective
and prospective evaluation. In M. Midlarsky (ed.) Handbook of war studies.
Ann Arbor: University of Michigan Press. See also Lemke, D., and S. Werner.
1996. Power parity, commitment to change, and war. International Studies
Quarterly 40:235–60.
(10) Doner, R., et al. 2005. Systematic vulnerability and the origins of devel-
opmental states: Northeast and Southeast Asia in comparative perspective.
International Organization 59:327–61.
(11) Newman, K. 2005 Rampage: the social roots of school shootings, chapter 10.
New York: Free Press. See also the special issue of Sociological Methods &
Research in particular Harding, D., C. Fox, and J. Mehta (2002).
Answer:
The answers below are suggestive hints and avenues to pursue and do not
constitute a complete answer to the question.
(1) “The requisites of consensual incomes policy that have been discussed
here, socialist participation in govern and centralized trade union structure,
coincide only in the Nordic countries, the Low Countries, and Austria. . . .
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Without stable social democratic governance, consensual incomes policy is
unlikely to be attempted, and without centralized trade unions, it is unlikely
to be a viable policy in the medium term.” (Marks 1986, 269)
(2) “A general theoretical argument focuses on four conditions. We argue that
the operating system only responds to normative changes when response is
“necessary” (stemming from incompatibility, ineffectiveness, or insufficiency
to give the norm effect, and when the change is roughly coterminous with
a dramatic change in the political environment (that is, “political shock”).
We also argue, however, that opposition from leading states and domestic
political factors might serve to block or limit such operating system change.”
(Diehl et al. 2003, 71–72)
(3) “Institutional transfer involves three necessary conditions: first, state elites
refer explicitly to amodel prominent in another place; second, they try to iden-
tify the foreign model’s legal framework and the actors that help it function;
finally, these elites build a replica of all or part of the model.” (Jacoby 2001, 2)
“For institutional transfer to be effective, Jacoby says, two conditions have to
be met: First, institutional transfer has to be supported by active segments of
civil society, and second, flexibility in adapting institutions to foreign settings
is essential . . . . Similarly, the politics of imitation faces higher obstacles when
exact transfer is intended. A functional-equivalency approach, with its built-
in elasticity, is preferable.” (Welsh 2002, 211; review of Jacoby 2001)
(4) “As the patrimonalist fate of Hungary and Poland illustrate, however, the
mere presence of participatory local government is in itself not enough to
ensure the triumph of bureaucratic constitutionalism. It is only the combi-
nation of participatory local government with a strong center equipped with
independent capacities of rule that, the British case implies, can assure such
an outcome.” (Ertman 1997, 324 (last page); note that the other key variable
is timing of geopolitical competition, either preor post-1450).
(5) Kingdon’smodel has three “streams” each ofwhich is necessary andwhich
together are jointly sufficient. His discussion is very clear about the different
substitutable ways these streams can be filled.
(6) “Democracy is a formof government of a state. Thus, nomodern polity can
becomedemocratically consolidatedunless it is first a state. . . . If a functioning
state exists, five other interconnected and mutually reinforcing conditions
must also exist or be crafted for a democracy to be consolidated. First, the
conditions must exist for the development of a free and lively civil society.
Second, there must be a relatively autonomous and valued political society.
Third, there must be a rule of law to ensure legal guarantees for citizens’
freedoms and independent associational life. Fourth, there must be a state
bureaucracy that is usable by the new democratic government. Fifth, there
must be an institutionalized economic society” (Linz and Stepan 1996, 7).
“Having analyzed the necessary conditions for a consolidated democracy
and then spelled out the key differences among the four ideal-typical non-
democratic regimes, it should be clear that the characteristics of the previous
nondemocratic regime have profound implications for the transition paths
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available . . . Within the logic of our ideal types, it is conceivable that a partic-
ular authoritarian regime in its late stages might have a robust civil society,
a legal culture supportive of constitutionalism and rule of law, a useable
state bureaucracy that operates within professional norms, and a reasonably
well-institutionalized economic society. For such a polity, the first and only
necessary item on the initial democratization agenda would relate to political
society-that is, the creation of the autonomy, authority, power, and legitimacy
of democratic institutions. We argue in chapter 6 that Spain, in the early 1970s,
approximated this position” (Linz and Stepan 1996, 55).
(7) Wickham-Crowley (1992) has a two-level model with the following struc-
ture:

I. Peasant support
A. Agrarian structure
B. Agrarian disruption
C. Rebellious cultures
D. Peasant linkage (guerilla leaders have peasant ties, background)
II. Guerilla/Government military strength
A. Financing
B. Internal solidarity
C. Support from outside (e.g., Cuba, US)
III. Regime weakness (see figure 8.1)
A. Weak cohesion of upper classes
B. Weak cohesion of middle classes
C. US occupation.
IV. Existence of guerilla groups (this is added in Boolean analysis

in chapter 12)

(8) Burgerman proposes “an interacting set of necessary conditions” for the
success of human rights groups in forging peace agreements: the existence
of relevant international norms and transnational activism; the existence of
elites in the target state that have control over the armed forces and that have
concern about their (country’s) international reputation; and the existence of
organized domestic groups linking up with transnational activists. Added to
these propositions is the sensible if unremarkable condition that “if a major
power maintains overriding security or economic interests in the target state,
it can inhibit the enforcement of human rights principles and agreements.”
(9) “Clearly, the necessary but not sufficient conditions for major war emerge
only in the rare instances when power parity is accompanied by a challenger
overtaking a dominant nation. The odds of a war in this very reduced subset
are 50 percent. No other theoretical statement has, to our knowledge, reduced
the number of cases to such a small set, and no other is so parsimonious in
its explanatory requirements” (Organski and Kugler 1989, 179, see their table
same page).
“More importantly, the power transition suggests that, during are rare periods
when a challenger overtakes the dominant nation, war will be waged only if
the potential challenger is dissatisfied” (Organski and Kugler 1989, 51).
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Inparticular, it is clear that there are variousways a country canbedissatisfied.
(10) “We contend that developmental states will only emerge when political
leaders confront extraordinarily constrained political environments. Specifi-
cally, we argue that political elites will only build such institutional arrange-
ments when simultaneously staring down the barrels of three different guns:
(1) the credible threat that any deterioration in the living standards of popular
sectors could trigger unmanageable mass unrest; (2) the heightened need for
foreign exchange andwar materiel induced by national insecurity; and (3) the
hard budget constraints imposed by a scarcity of easy revenue sources. We
call this interactive condition ‘systemic vulnerability’ ” (Doner et al 2005).
(11)Necessary conditions are very explicit. Two-level nature of theories comes
out clearly in discussion and data in Appendix A. Substitutability is clear,
particularly in footnote 2, page 372.

318. Reinterpret the following QCA analyses in terms of two-level theories:
(1) Stokke, O. 2004. Boolean analysis, mechanisms, and the effectiveness of in-
ternational regimes. In A. Underdal and O. Young (eds.) Regime consequences:
methodological challenges and research strategies. London: Kluwer.
(2) Blake, Charles H. and Jessica Adolino. 2001. The enactment of national
health insurance: a Boolean analysis of twenty advanced industrial countries.
Journal of Health Politics, Policy and Law 26:679–708.
(3) Snow, David and Daniel Cress. 2000. The outcomes of homeless mobi-
lization: the influence of organization, disruption, political mediation, and
framing. American Journal of Sociology 105:1063–1104.
Answers:
(1) In the Boolean equation SUCCESS = A*i + A*S*R one can see “i” and
“S*R” being easily interpretable in terms of costs of compliance. Hence there
is substitute between them. A is a necessary condition already.
(2) For example, “National health insurance emerged and/or endured in three
basic scenarios. First, given a receptive societal culture, a relevant leftist party,
and a corporatist pattern of interest group activity, NHI existed regardless of
the nature of the major political institutions. Second, unitary states with re-
ceptive cultures were capable of producing NHI in countries with weaker
executives and in countries without a relevant labor party (irrespective of
the nature of the other two independent variables). Third, Anglo-American
societieswith pluralist interest group environments adoptedNHIwith a dom-
inant executive (regardless of the federal-unitary distinction or the relevance
of labor parties).” (Blake and Adolino 2001, 696)
(3) Snow and Cress (2000) in their analysis of the success of homeless social
movements find the same sort of pattern:

Six SMOs [social movement organizations] obtained positions on boards
and task forces that addressed the homeless issue [dependent variable].
Two pathways led to this outcome. Organizational viability, diagnostic
frames, and prognostic frames were necessary conditions for obtaining
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representation. These conditions were sufficient in combination with ei-
ther disruptive tactics, where allies were present, or nondisruptive tactics,
in the context of responsive city bureaucracies. (p. 1082)

Here too one sees the substitutability of power in the analysis. One needs
either “allies” who are influential in the community or a friendly city govern-
ment to begin with. You do not use disruptive tactics with friends, where you
do if the city government is unfriendly.

319. Braumoeller (2003) has a large table giving many theories that use ANDs and
ORs. Examine this list for other potential two-level theory candidates.

320. The Nussbaum example illustrates that one can think of many theories of
(social) welfare and justice in the same structural terms as this book applies
to concepts:

Most theories of justice can also be usefully analyzed in terms of the infor-
mation used in two different-though interrelated-parts of the exercise, viz.
(1) the selection of relevant personal features, and (2) the choice of combining
characteristics. To illustrate, for the standard utilitarian theory, the only
intrinsically important “relevant personal features” are individual utilities,
and the only usable “combining characteristic” is summation, yielding the
total of those utilities. (Sen 1992, 73)

Choose somewell-known theories of justice or social welfare and describe the
dimensions and the structuring principle.
Answer:
Sen gives the following examples:

Examples of selection of “relevant personal features” other than utilities
include liberties and primary goods (Rawls 1971), rights (Nozick 1974), re-
sources (Dworkin 1981), commodity bundles (Foley 1967; Pazner and Schmei-
dler 1974; Varian 1974, 1975; Baumol 1986), and various mixed spaces
(Suzumura 1983; Wriglesworth 1985; Riley 1987). . . .
The selection of personal features has to be supplemented by the choice of
a combining formula, e.g., sum maximization (Harsanyi 1955), lexicographic
priorities and maximin (Rawls 1971; Sen 1977 “On weights and measures”),
equality (Foley 1967; Nozick 1974; Dworkin 1981), or one of various other
combining rules (Varian 1975; Suzumura 1983; Wriglesworth 1985; Bau-
mol 1986; Riley 1987). (Sen 1992, 74)

321. Describe the three-level structure of Dasgupta’s concept of human well-being
or destitution (Dasgupta 1990; Dasgupta and Weale 1992). What is its struc-
ture? What are the relative weights attached at the indicator and secondary
levels?
Answer:
The structure is very similar to the one used by Schmitter for corporatism,
since it uses the sum of the ranks. The secondary-level level variables such as
“health,” “education,” “wealth”will not be equallyweighted in general unless
they have the same number of indicators. More generally, is it reasonable to
rank literacy equally with per capita income?
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322. Chapter 2 stresses that an important part of concept-building is considering
the negative pole of the concept. Nussbaum and Sen focus on that concept of
human needs. What is the opposite pole of a human need?
Answer:
Classically one contrasted the concept of needs with that of luxury. For ex-
ample, “[W]hy is it that all societies make some category distinction between
need/necessity and luxury? . . . It is not paradoxical to assert that the dis-
tinction constitutes a unity, just as it is not mysterious to talk of two gloves,
a right-hand and a left-hand, constituting a pair. . . . The relation between
necessity and luxury is negative or oppositional so that . . . luxury specifies
the necessity by indicating what it is not” (Berry 1994, 231–32).

323. When deciding who gets a particular good the weakest link principle, chapter
5, can be used with the need-luxury scale to make a decision. Braybrook
(1987) calls this the Principle of Precedence. Explain the moral philosophy
involved.
Answer:
The Principle of Precedence means that when Alan needs something that
Brenda wants but does not need, then meeting Alan’s need is prima facie
morally preferable to satisfying Brenda’s desire. This suggests that needs
have precedence over luxuries. The weakest link principle then suggests that
for any good you look at each person’s need-luxury score on the good and
give it to the person with the minimum (i.e., most needy).

Statistical issues, latent variables, etc.

324. Often by default scholars linearly aggregate dimensions of a concept. Discuss
how scatterplots might inform the aggregation decision and lead to a nec-
essary condition structure. Luna (2014) provides a very nice example with
two dimensions of party system institutionalization, electoral volatility and
programmatic structure.
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As a result, collapsing the two phenomena in a linear (additive) latent variable
measurement is misleading. Although future research is needed to explore the relation
between the two dimensions unpacked here and the remaining theoretical dimensions
and indicators included in Mainwaring and Scully’s conceptualization of PSI, the
analysis of the relationship between these first two dimensions presented in this paper
already constitutes sufficient ground for claiming that the concept’s structure (family
resemblance) and aggregation rule (linear addition of dimensions and their indicators
into a single index) need to be revised.

Conclusion

I have argued that current operationalizations of the concept of PSI, while faithful to
Mainwaring and Scully’s original theory, suffer from significant problems regarding
their validity. Those problems relate to PSI’s presumed conceptual structure, to meth-
odological decisions built in the operationalization of the concept (choices of indicators
and aggregation rules), and to the inconsistency between the theory of PSI and
observed empirical patterns.

PSI needs to be reconceptualized, not in terms of devising a new “family resem-
blance” measure, as it hitherto has been, but rather in terms of a “necessary and
sufficient” conceptual structure. Such a reconceptualization of PSI would allow ana-
lysts to retain Mainwaring (et al.)’s original insight concerning the central importance
of the phenomena it encapsulates while requiring analysts to adopt valid new empirical

Fig. 2 Electoral volatility and programmatic structure (2000s). Source: Own construction on the basis of Scott
Mainwaring, Annabela España, Edurne Zoco, and Carlos Gervasoni’s electoral volatility database and data
from the Democratic Accountability and Linkages Project (2009)

422 St Comp Int Dev (2014) 49:403–425

Answer: As Luna notes “As a result, collapsing the two phenomena in a
linear (additive) latent variable measurement is misleading. Although fu-
ture research is needed to explore the relation between the two dimensions
unpacked here and the remaining theoretical dimensions and indicators in-
cluded in Mainwaring and Scullys conceptualization of PSI, the analysis of
the relationship between these first two dimensions presented in this paper
already constitutes sufficient ground for claiming that the concepts structure
(family resemblance) and aggregation rule (linear addition of dimensions
and their indicators into a single index) need to be revised” (Luna 2014, 422;
see also Coppedge 2012 chapter for necessary condition scatter plot with a
necessary condition relationship between two latent variables)

325. How would could one interpret the clearly triangular relationship, see her
figure, between these two conflict variables? Could this be interpreted in
terms of constraints?

Figure 0.1 gives a broader view. Here, I plot the relationship between
scores on the Political Terror Scale (PTS, x axis) (Wood and Gibney 2010)
and scores on the Sexual Violence inArmedConflict dataset (SVAC, y axis)
(Cohen andNords 2014). Both the PTS and the SVAC are yearly indices as-
signed by coding qualitative reports. The PTSmeasures the overall level of
government repression on a scale of 1 (very low violence) to 5 (widespread
terror), focusing on lethal violence, torture, and detention. SVAC scores
focus exclusively on sexual violence and are measured on a scale from
0 (very few reported cases of sexual violence) to 3 (widespread and/or
systematic sexual violence). . . . . Second, as with the missing northwest
quadrant of table 0.1 , there are zero governments whose highest level
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of sexual violence exceeded their highest overall level of “terror” during
this period. Governments that perpetrate relatively high levels of sexual
violence in the context of low overall levels of violence are extraordinarily
rare. The reverse situation—high overall levels of violencewith low levels
of sexual violence—is relatively common. (Hoover Green 2018, 11)

REPERTOIRES AND RESTRAINT      11

approximately half the lethal violence in the Peruvian civil war (Ball et al. 2003). 
But I believe this would be a mistake. The Peruvian state used a wide repertoire 
of violence in chaotic, highly variable ways, while the Shining Path employed 
considerable violence in ways that were usually regimented and ritualistic. 

  Figure 0.1  gives a broader view. Here, I plot the relationship between scores 
on the Political Terror Scale (PTS,  x  axis) (Wood and Gibney 2010) and scores 
on the Sexual Violence in Armed Conflict dataset (SVAC,  y  axis) (Cohen and 
Nordås 2014). Both the PTS and the SVAC are yearly indices assigned by coding 
qualitative reports. The PTS measures the overall level of government repression 
on a scale of 1 (very low violence) to 5 (widespread terror), focusing on lethal 
violence, torture, and detention. SVAC scores focus exclusively on sexual violence 
and are measured on a scale from 0 (very few reported cases of sexual violence) to 
3 (widespread and/or systematic sexual violence).  Figure 0.1  shows the maximum 
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  FIGURE 0.1  Comparing PTS and SVAC scores for seventy-fi ve civil wars 

Answer:
This illustrates a virtually perfect necessary condition scatterplot. So PTS is
a necessary condition for SVAC. So PTS constrains the possible values SVAC
can take.

326. A very important methodological issue is set relationships between indepen-
dent variables. In an original outline of the book amajor part of a chapter was
going to be devoted to the methodological issues that this raises. The main
methodological concern arises when X1 is a subset of X2. For example, in the
debate about the territorial peace versus democratic peace, it turns out that
the the set of democratic dyads is a subset of the dyads at territorial peace:
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“This study compares the conflicting answers of the democratic peace and
the territorial peace and examines the empirical record to see which is more
accurate. It finds that almost all contiguous dyads settle their borders before
they become joint democracies” (Owsiak and Vasquez 2016, 339).
What is the causal interpretation of the subset variable when all of the varia-
tion in X1 is taken up in X2? Discuss how this is different frommulticollinear-
ity, for example, the two might not be very correlated. See Owsiak 2020 for a
nice explicit discussion of the subsetting issue and other examples.
What if X1 is a perfect subset of X2 and one introduces an interaction term,
X1 ∗ X2?
This is just with dichotomous variables, but one can find set theoretic rela-
tionships among continuous variables (defined as X1 less than or equal to X2
for all observation or vice versa).

327. Discuss the causal figures in Multimethod research, causal mechanisms, and case
studies: an integrated approach, Weller and Barnes (2014) or Waldner (2014)
from a DAG cross-case, large-N, probabilistic perspective. Are these figures
identified from a DAG perspective (e.g., Morgan and Winship 2015). Does it
matter from a within-case causal inference perspective if they are not?

328. Discuss Pahre’s claim that necessary conditions violate common statistical
assumptions: “Third, necessary conditions violate the unit homogeneity as-
sumption common in statistics, which states that ‘if two units have the same
value of the key explanatory variable, the expected value of the dependent
variablewill be the same’ (King et al., 1994: 116). Necessary conditions violate
this condition because observations x, y and x, not-y are both consistent with
the necessary condition x← y; in other words, x may occur with or without
y” (Pahre 2005, 131).

329. Draw a figure describing the three-level character of the Hicks-Kenworthy
(2003) concept of the welfare state. Compare the theoretical discussion of
the dimensions of the welfare state with the results of the principal compo-
nents statistical model. What are the possible options for the secondary-level
dimensions?

330. For German speakers. Opp (2005) is a very rare methods textbook that has
devoted significant attention to concepts – most textbook only look at mea-
surement. It is also a rare textbook that devotes a whole chapter to teaching
logic – most research design and methodology textbooks do not discuss this
at all. In Opp’s discussion of concepts (chapter 4) he distinguishes between (1)
“Analytische operationalisierung” and (2) “empirische operationalisierung.”
Discuss the extent to which (2) corresponds the the standard latent variable
model of concepts and (1) corresponds to what the concept book calls onto-
logical concepts.

331. Use the following quote to discuss the importance of predictive power in
terms of evaluating a measurement model or concept. Contrast this with an
approach which stresses the semantics and content of the test items.
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The g factor is an artifact of linear correlation analysis. A theorem of
Suppes and Zanotti (1981) informs us that for any vector of test scores
from an achievement test, it is possible to construct a scalar latent factor
such that, conditional on the factor, test scores are independent. The g
factor exists for any vector of binary, finite-valued, or countably valued
random variables. The g of conventional psychometrics is a product of
mathematical conventions in factor analysis. A g also exists to account
for correlations among test scores. That is a mathematical theorem of
no behavioral consequence for psychometrics or for finance, another field
addicted to factor models. The value of g in predicting behavior is the
real test of its importance. There is much evidence that it has predictive
power. (Heckman 1995, 1105)

332. Recently statisticians have become much more concerned with problems of
“unit homogeneity.” Here is Henry Brady defining the idea:

We shall make the transformation of YB(1, 0) into YA(0, 0) in two steps
which are depicted on Table 10.9. If A and B are identical and ZA and ZB
[Z is the treatment] are identical as well(footnote: By saying that ZA and
ZB have to be comparable, we mean that ZA � 0 and ZB � 0 are the same
thing and ZA � 1 and ZB � 1 are the same thing.) (although we haven t
indicated how this might be brought about yet) it might be reasonable to
suppose that: YB(1, 0) � YA(0, 1), [Identicality of units and treatment or Unit
Homogeneity]. That is, A and B are mirror images of one another so that
the impact of ZA � 1 and Z � 0 on B is the same as the impact of Z � 0
and Z � 1 on A. (Brady 2008, 258)

Analyze how valid concepts are critical to the existence of unit homogeneity.
Answer:
Holland (1986) says “unit homogeneity” means that units are prepared care-
fully “so that they ‘look’ identical in all relevant aspects” (Holland 1986, 948).
To be “identical”means that the conceptmust produce identical units, A and B
in the Brady analysis. If a study looks at all “states” then the conceptualization
of state means that there are no casually important differences in “stateness.”
Treatments, Z in the Brady analysis, also are assumed to be homogeneous.

333. A key issue in the three-level framework is whether the same data-indicators
can be used for different secondary-level dimensions. See how this occurs
in “Measuring the rule of law”: “A careful examination of the nine factors
reveals two facts. The first is that there is a partial overlap among sub-factors;
that is, a sub-factor can simultaneously belong to different factors at once.
This is simply to reflect the fact that various rule-of-law dimensions partially
overlap in practice” (Botero and Ponce 2011, 16).

334. Concept generalization across groups is a core methodological issue. Discuss
the sense of “meaning” in the abstract and how it relates to generalization of
a concept across groups.

Measurement invariance assesses the (psychometric) equivalence of a con-
struct across groups or measurement occasions and demonstrates that a
construct has the same meaning to those groups or across repeated mea-
surements. . . . Appropriate andproper comparisonof a construct between
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groups or across times, therefore, depends first on ensuring equivalence
ofmeaning of the construct. The untoward consequences ofmeasurement
noninvariance can be readily illustrated in the study of depression in men
and women. Suppose frequency of crying, weight gain, and feelings of
hopelessness are indicative of the severity of depression in women, but
only feelings of hopelessness are indicative of the severity of depression
in men. If the three indicators are combined into a scale to compare de-
pression in women and men, mean differences on the scale may mislead
because crying and weight gain have little relation to depression in men.
In this example, menmay score lower thanwomen on the depression scale
because they cry less and gain less weight. (Putnick and Bornstein 2016,
71)

335. Discuss whether a causal interpretation should be given to the latent variable
“coup risk.”

My key independent variable is coup risk. . . . But why should we believe
that all three items – civil-society strength, political legitimacy and recent
coups – tap the coup risk equally well? . . . I then modeled the logit of
a latent coup risk, logit(qit), as a linear function of several willingness
and capability indicators (zit). Specifically, zit is a vector of country-
year characteristics that impact the military’s willingness and capability
to organize a coup and thus are plausible sources of variation in the
probability of coups. (Sudduth 2017, 9)

Normative issues

336. Explain why this is a normatively problematic conceptualization of “disabil-
ity.” Explain why being black might be a disability under this conceptualiza-
tion.

In the ICF, problemswith human functioning are categorized in three
interconnected areas:

impairments are problems in body function or alterations in body
structure – for example, paralysis or blindness;

•• activity limitations are difficulties in executing activities – for exam-
ple, walking or eating;

• participation restrictions are problems with involvement in any area
of life – for example, facing discrimination in employment or trans-
portation.

Disability refers to difficulties encountered in any or all three areas of
functioning. . . . Disability arises from the interaction of health conditions
with contextual factors – environmental and personal factors as shown
in the figure below . . . The ICF is universal because it covers all human
functioning and treats disability as a continuum rather than categorizing
people with disabilities as a separate group: disability is a matter of more
or less, not yes or no. However, policy-making and service delivery might
require thresholds to be set for impairment severity, activity limitations,
or participation restriction. (WHO-World report on disability 2011, 5)
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337. Race is notoriously a problematic concept. Discuss the history and method-
ology of determining race in the US Census. What are the normative im-
plications of this? What is the aggregation principle behind the “one-drop
rule”?

The constructed, contradictory, and fickle nature of US racial classification
is exemplified in the revisions of census categories. Since its inception in
1790, the decennial US census has counted the population by race/color.
For much of the censuss history, race was assigned to individuals by an
enumerator, characterized as unchangeable, and racemixturewas ignored
entirely. Yet, between 1850 and 1920, racial fluidity was acknowledged,
and periodically enumerated with specificity, via fractional mixed-race
categories: mulatto (half-black), quadroon (one-quarter black), and oc-
toroon (one-eighth black). By 1930, these categories were removed, and
mixed-race blacks, as well as individuals of mixedwhite-Asian parentage,
were subjected to the one-drop rule and categorized with their minority
race. (Davenport 2020, 223)

338. The concept of “ transitional justice” must be normative. How are Olsen
et al. dodging this issue by including “amnesty” as justice? “Still others value
amnesty as a mechanism that acknowledges wrongdoing, but releases soci-
eties from the trap of the past. Rather than making normative assumptions
about the appropriate form of justice, our dataset recognizes that societies
adopt a variety of mechanisms to engage their violent pasts and allows schol-
ars to include or exclude specific mechanisms based upon their own opera-
tionalization of transitional justice.” (Olsen et al. 2010, 805)
Answer:
It might be better then to call the dataset the “Transitional practices” dataset.
Also, the justification for amnesty is almost never normative but pragmatic.

339. Braybrook (1987) discusses what he calls the Principle of Precedence. The
Principle of Precedence means that when Alan needs something that Brenda
wants but does not need, then meeting Alan’s need is prima facie morally
preferable to satisfying Brenda’s desire. This suggests that needs have prece-
dence over luxuries.Explain the moral philosophy involved. What does this
suggest in terms of an aggregation principle? Discuss the moral philosophy
behind this principle.
Answer:
The weakest link principle then suggests that for any good you look at each
person’s need-luxury score on the good and give it to the person with the
minimum (i.e., most needy).

Global indices, barometers, etc.

340. The Possibility Principle is closely related to scope conditions. The welfare
state literature only looks at wealthy countries. Much of the literature on
well-being focuses on poor or destitute countries (Dasgupta 1990). When
Dasgupta examines the relative destitution of countries he excludes the well
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off ones. He uses the Borda Rule (Dasgupta and Weale 1992) to aggregate
a variety of indicators of well-being, such as infant mortality, literacy, per
capita income civil and political rights. The Borda Rule ranks countries on
each dimension then sums the ranks (see Fine and Fine 1974 for an extensive
and technical discussion of its formal properties). Explain why this concept
of human destitution or well-being is sensitive to the exclusion of wealthy
countries. For example, the comparison of India and China will significantly
be affected by the inclusion or exclusion of nonpoor countries.
Answer:
As Dasgupta and Weale note, the Borda Rule is sensitive to the population
chosen because the distance between a pair of countries depends on the pop-
ulation. In particular, if an alternative population puts countries in between
a given pair their overall rankings (and hence the comparison between the
two) can change. Particularly with regarding to civil and political rights the
inclusion of wealthy countries can change the comparison because these are
scattered throughout the ranking.

341. Avery important theoretical andpolicy issue is the evaluation and counting of
the number of “poor” people in the world. The World Bank is very involved
such efforts (e.g., Chen and Ravallion 2001) and concludes, controversially,
that amount of poverty has decreased over the last 20–30 years. Typically the
World Bank model uses an “international poverty line,” typically an income
of $1 US per day. Incomes in local currencies must then be converted into
US dollars to evaluate the extent of poverty. Purchasing power parities (PPP)
are used to do this. These are general figures based on a “basket” of goods
and the cost of that basket in different countries, and are often used to make
GNP/capita comparisons. These PPP values then provide the conversion
rates of local currency into US dollars which make world-wide evaluation of
poverty possible. Discuss how when the basket of goods consists of a wide
range of goods that it might be problematic when the goal is to evaluate
poverty.
Answer:
See Reddy and Pogge (2005) for an extensive discussion. Basically, PPP data
use a wide variety of goods that are irrelevant for assessing poverty. PPP
depends on the relative price of things like, say, SUVs, which are not relevant
for assessing poverty. The relative price of SUVs influences PPP data which
maydistort the relative costs of things that are really important to poor people,
like food. For example, it may be that bread is relatively more expensive in
poor countries than in rich (this is often true in poor neighborhoods in the
United States compared tomiddle-class ones). If this is generally true between
countries then PPP underestimates the extent of poverty in the world. Hence
one would ideally like a PPP that only uses goods that are consumed by poor
people, such as food, housing, and medical care.
For the mathematically inclined, one can easily use Reddy and Pogge (2005)
to devise an exercise that uses basic calculus (i.e., derivatives) to make the
point of the exercise.
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Gender

342. In the intersectionality literature on often hears that say, black-women, are
“qualitatively distinct.” Discuss what this might mean. Might this be more
a causal claim than a conceptual claim? To what extent is intersectionality
about hybrid concepts?

343. Concepts with adjectives often came become typologies. For example, gender
quotas come various forms, “party,” “legislative,” “constitutional,” “reserved
seat” etc. which could generate “types of gender quotas” (Krook 2014). The
goal of gender quotas is to raise the number of women in parliament. As such
the typology is really a series of causal mechanisms designed to raised the
number of women in parliament. Discuss why the rule of mutually exclusive
categories for typologies is particularly a bad idea in this concept.
Answer:
Clearly a country could, and maybe should, adopt multiple mechanisms for
raising the number of women in parliament. In addition there might be
synergies between these mechanisms when used together.

344. Examine a concept–measure for democracy. Which secondary-level dimen-
sion is most likely to be affected by gender considerations? Answer:
Almost all concepts of thedemocracyhave“participation/voting”as a secondary-
level dimension. Almost universally, the concept involves principles like par-
ticipation in general, but at the indicator level it is almost always white male
participation. Paxton (2000) discusses extensively themismatch between con-
cept and measure:

Although there remains some debate about the definition of democracy,
most scholars would agree that a democracy has at least three compo-
nents: competition, participation, and civil liberties. I focus on the sec-
ond component of democracy – participation – which is the source of
the operational mismatch in current research. Participation is central to
most definitions of democracy. For example, Diamond, Linz, and Lipset
(1990:6–7) explain: “democracy . . . denotes . . . a highly inclusive’ level
of political participation in the selection of leaders and policies, at least
through regular and fair elections, such that no major (adult) social group
is excluded.” Modern theoretical definitions of democracy stress numbers
of people rather than “types” of people. Most authors today consider the
criterion for democratic inclusion to be “all native-born adults” (Paxton
2000, 93–94).

345. When conceptualizing government action through a gendered lens there are
two different approaches to identifying policies that take an explicitly femi-
nist approach and assessing the degree to which public policy is gendered.
In assessing government action that takes an explicitly feminist frame, in
other words that promotes women’s rights and strikes down gender hier-
archies, a series of subsectors have been identified, e.g., blueprint, political
representation, equal employment, reconciliation, family law, body politics,
reproductive policy, and sexuality and violence to name some of the major

157



subsections. Conceptualizing gender-specific public policy is a much broader
endeavor and involves identifying policies that have a formal gendered con-
tent or goal but may not be necessarily feminist, e.g., target men and women’s
roles but may not be feminist. The study of gendered public policy may also
involve conceptualizing how policy implementation and impact may affect
men and women’s lives and roles.
Questions and Issues:

• How are feminist policies differentiated from gender-specific policy e.g,
reconciliation policy versus family policy?

• When is a feminist policy, actually feminist?
• Given the Western-focused nature of feminism, can feminist policies be

studied outside of the Western countries?

Selected References:
Bacchi, Carol Lee. 1999. Women, Policy and Politics: The Construction of Policy
Problems. Sage.
Mazur, Amy G. 2002. Theorizing Feminist Policy. Oxford University Press.
Conway, P. M, Ahern, And G.A. Steuernagel. 2004. Women and Public Policy:
A Revolution in Progress. CQ Press.
Charles, Nickie. 2000. Feminism, the State and Social Policy. London: MacMil-
lan.
Pollock, Mark and Amy G. Mazur (eds). 2009. Gender and Public Policy in
Europe. special issue of Comparative European Politics. 9(1).

346. First introduced as a concept by the United Nations in the 1980s and then
through the European Union via the Treaty of Amsterdam in the 1990s, gen-
dermainstreaming has come to be identifiedwith the systematic introduction
of gender equality across all policy areas both in terms of formal policy state-
ments and policy implementation. Gender mainstreaming is associated with
specific policy instruments that compel governments to systematically intro-
duce gender equality statements and principles in budgets, sectoral plans, etc.
Seldom found as a policy approach in the USA, gender mainstreaming tends
to mean introducing gender components in curricula in the US context.
Questions and Issues:

• To be considered gender mainstreaming does this policy approach have
to go beyond formal statements to actually promoting gender-based
equality?

• To what extent does this concept travel outside of the European Union
to countries, like the USA, where gender mainstreaming in policy is not
a key approach.

Selected References:
Mazey, Sonia. 2000. Gender Mainstreaming in the EU. Kogan Page.
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Pollock, Mark and Haffner-Burton, Emilie. 2009. Mainstreaming Gender
in the European Union: Getting the Incentives Right. Comparative European
Politics. 9(1).
Walby, Sylvia. 2005. Gender Mainstreaming: Productive Tensions in Theory
and Practice. Social Politics 12:321–343.
Woodward, Alison. 2003. European Gender Mainstreaming: Promises and
Pitfalls. Review of Policy Research 20:65–88.

347. Thanks to Kara Ellerby for this exercise. Gender quotas are considered a “fast
track” policy aimed at increasing women’s representation within the legisla-
tive electoral process. They have gained immense popularity over the last
thirty years, and are currently present in over one-hundred countries. Con-
ceptually, quotas are best understood by two key characteristics: the degree to
which theymandate women’s access to public office (is it specified in the Con-
stitution or did political parties create their own quotas?) and at which stage
of the electoral process the quota mandates women’s representation (does it
specify how women are listed on candidate lists or are there reserved seats
for women in parliament?). Quotas vary greatly within these dimensions,
but there seem to be patterns among regions. Gender quotas entail impor-
tant discussions about sex/gender distinctions, descriptive and substantive
representation issues and whether or not they really empower women.
Questions and Issues:

• What are the goals of gender quotas? Is it, to get more women in,
providewomen (andwhichwomen?) withmorepolitical empowerment,
or both? How do secondary dimensions shift if scholars distinguish
different goals?

• How does one theorize/operationalize a ‘successful’ gender quota?
• Are gender quotas meant to be a short-term or long-term policy?
• Is the use of ‘gender’ rather than ‘sex’ depoliticizing the very issues

quotas are in place to address?

In the table above discuss how adjectives are used to modify “gender quota.”
If one were to develop a single concept of gender quota instead of a typology,
what would be the secondary-level dimensions based on the key features?
Can you draw a diagram of the unified gender quota concept?

Selected References:
Dahlerup, Drude (ed.). 2006. Women, Quotas and Politics. Routledge.
Krook, Mona Lena. 2008. Quota Laws forWomen in Politics: Implications for
Feminist Practice. Social Politics 15:345–368.
Krook, Mona Lena. 2006. Reforming Representation: The Diffusion of Can-
didate Gender Quotas Worldwide. Politics & Gender 2:303–327.
Krook, M. et al. forthcoming. Gender Quotas andModels of Political Citizen-
ship. British Journal of Political Science 39:781–803.
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Table 10: Gender quota concept

Quota Type Key Features

Party Quota Adopted voluntarily by political parties
(1) Set out new criteria for party candidate selection.
(2) Affect composition of party lists in PR electoral systems and candidates eligible
for particular seats in majoritarian systems.
(3) May entail internal party sanctions for non-compliance.

Legislative Quota Mandated by national parliaments
(4) Set out new criteria for party candidate selection.
(5) Affect composition of party lists in PR electoral systems and candidates eligible
for particular seats in majoritarian systems.
(6) Usually entail sanctions for non-compliance.

Soft Quota Adopted voluntarily by political parties.
(7) Set out informal targets and recommendations in relation to party candidate
selection.
(8) Set out new criteria for membership of internal party bodies.
(9) Rarely entail sanctions for non-compliance.

Source: Krook, M. et al. 2014

Caul, Miki. 2001. Political Parties and the Adoption of Candidate Gender
Quotas: A Cross-National Analysis. Journal of Politics 63:1214–1229.
Squires, Judith. 2007. TheNewPolitics ofGenderEquality. Palgrave-Macmillian.

348. “Sexual violence,” “gender violence” consists of the operation of adding an
adjective to a standard concept. The concept focuses on forms of sexual
violence that occur particularly often to women, such as rape or domestic
violence, although more recently gender violence has been associated with
homosexuals and transgendered groups. For this concept there is some vari-
ation on names. The United Nations, as well as the feminist literature on the
topic, in most of its documents uses “violence against women.”
Questions and Issues:

• When should the notion gender violence be used as opposed to violence
against women?

Selected References:
Weldon, Laurel W. 2006. Inclusion, solidarity and transnational social move-
ments: the global movement against gender violence." Perspectives on Politics,
4:55–74.
Emilia L. Lombardi, Riki Anne Wilchins, Dana Priesing,Diana Malouf 2001.
Gender Violence: Transgender Experiences with Violence and Discrimina-
tion. Journal of Homosexuality 42:89–101.
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349. Gendering the concept of institutions is highly complex and involves the
premise that institutions as organizations in society and in the state are in-
herently gender-biased. For some this is a question of research for others
it is an underlying assumption. Bringing the study of gender into institu-
tional analysis also implies that feminist agents of change, what some call
feminist engagement with the state, will attempt to change the underlying
gendered/patriarchal (sic) nature of institutions. The ultimate outcome in
the process of these feminist engagements is that institutions reflect cultures
of gender equality and account for the improvement of women’s right in re-
lation to men. The study of gender and institutions is often conducted in the
context of seeking to gender new institutional scholarship. Questions and
Issues:

• To what degree is this a discrete analytical concept – e.g., gendered
institutions – rather than an approach to institutional analysis?

Selected References:
Acker, Joan. 1992. Gendered Institutions: From Sex roles to Gendered Insti-
tutions. Contemporary Sociology. 1:565–569.
Chappell, Louise A. 2002. Gendering Government: Feminist Engagement with the
State in Australia and Canada. UBC Press.
Chappell, Louise. 2006. Comparing Political Institutions: Revealing the
Gendered “Logic of Appropriateness.” Politics and Gender. 2:223–225.
Lovenduski, Joni. 1998. Gendering Research in Political Science. Annual
Review of Political Science 1:333–356.

350. A central concept to feminist analyses of politics, interestinglymany empirical
feminist analyses conducted in the purview of political science do not actually
use the term, opting instead for notions of gender-bias, gender-based discrim-
ination etc. In addition, while for many feminist theorists, patriarchy is an
operating assumption of any organization or structure, for analysts who seek
to conduct empirical studies of gender and politics the presence of patriarchy
or not, is a question for future research. Nonetheless, the notion of patri-
archy contains conceptual and theoretical ramifications that are important to
the systematic study of gender and politics. While there are many articles
on patriarchy and works that discusses patriarchy there are few that provide
operational research definitions of the concept. Walby (1989) provides some
useful perspective on operationalization, measurement and traveling.
Questions and Issues:

• If patriarchy is an underlying assumption of every organization, how
then do researchers operationalize and measure it?

• To what degree does the notion of patriarchy travel outside of western
contexts?

Selected References:
Walby, Sylvia. 1989. Theorizing Patriarchy. Sociology 23:213–234.
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Simon, Duncan. 1995. Theorizing European Gender Systems. Journal of
European Social Policy 5:263–284.
Randall, Vicky. 1987. Women and Politics. University of Chicago Press.

351. Analyzing power is core to the gender and politics literature given the notion
that politics is traditionally organized to organize out gendered concerns and
power relations are biased against women see patriarchy, for example. At
the same time and as a result of its omnipresent nature, it is quite difficult to
operationalize power from a gendered perspective for empirical research. For
those who are interested in reading further on power and feminist analysis
and an excellent overview of feminist theories of power we suggest the classic
books by Judith Squires and Connell on the topic. Given the degree to which
patriarchy is interlinked to power also see the above entry on patriarchy.

Selected References:
Connell, Robert. 1987. Gender and Power. Cambridge: Polity Press.
Duerst-Lahti, Georgia and Kelly, Rita Mae. 1995. Gender Power, Leadership, and
Goverance. University of Michigan Press.
Squires, Judith. 1999. Gender in Political Theory, chapter 1. Polity Press.

352. An oft-nebulous and contested concept in the study of comparative politics,
social capital is related to the study of norms and values about civic engage-
ment, quite often in a cross-national perspective. Gendering the concept,
therefore, faces the same issues of imprecision and poor operationalization.
Nonetheless, at least for feminist analysts, bringing in the interface between
the social construction of men’s and women’s identities in relation to one an-
other with the development of participatory engagement is an empirical and
theoretical imperative. We list several works that place gender on the agenda
of comparative work on social capital.

Selected References:
Stolle, Dietland and Lewis, Jane. 2002. Social Capital an Emerging Concept.
In Hobson, Lewis, Siim (eds.) Contested Concepts in Gender and Social Politics,
pp. 195–230. Edward Elgar.
Molyneux, Maxine 2002. Gender and the Silences of Social Capital: Lessons
from Latin America. Development and Change 3:167–188.

353. Linked to the concept of democracy, this concept is another example of an
established concept engaging with gender. Here, the notion of regime tran-
sition from and to democracy undergoes gendering. Thus a more complex
view of democratization is dealt with here than in the chapter on democracy
in the book, with a more global frame that provides conceptualization that
goes beyond Western democracies. Women as objects and actors are brought
into the conceptual mix as well as taking on seriously gender as an analytical
concept in the drivers and dynamics of transition. This gendered take dialogs
with the large “transitology” literature in comparative politics. Whether this
body of feminist literature provides a structured approach to the concept of
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gendered transitions remains to be seen given the early stages of the concepts
genesis. Nonetheless, the selection of literature cited here provides a road
map.

Selected References:
Alvarez, Sonia. 1990. Engendering Democracy in Brazil. Princeton University
Press.
Waylen, Georgina. 2007. Engendering Transitions: Women’s Mobilization, Insti-
tutions and Gender Outcomes. Oxford: Oxford University Press.

354. For many obvious reasons war has been seen as a highly gendered activity.
War, and more generally “national security” have been a focus of feminist
scholars, not surprisingly within international relations. The organization of
militaries, the conduct of war, discourses of national security, andmany other
topics have been the focus of a gender analysis.
It is useful to consider the nongender concepts of war which usually contain
two core sets of characteristics (1) nature of the actors, usually one of the actors
must be a state, and (2) severity of militarized violence (typically numbers of
soldiers killed in battle). One issue is how or should one include gender
the basic concept of a war. Much work is concerned with gender and the
causes of war, the conduct of war, or the impact of war. As an exercise it is
useful to survey the literature to see which of these has been the subject of a
gender analysis, and how the gender analysis is conducted. One development
has also been to move away from war to a more general analysis of “human
security” (http://www.hsrgroup.org/). This has important implications for
a gender analysis since it naturally brings in other issues such as gender
violence during wars, health, etc.

Selected References:
Elshtain, Jean Bethke. 1987. Women and War. Basic Books.
Reardon, Betty. 1985. Sexism and the War System. Teachers College Press.
Cohn, Carol. 1987. Sex and Death in the Rational World of Defense Intellec-
tuals. Signs: Journal of Women in Culture and Society 12:687–718.
Enloe, Cyntha. 2000. Maneuvers: The International Politics of Militarizing
Women’s Lives. University of California Press.
Tickner, Ann. 1992. Gender in International Relations: Feminist Perspectives on
Achieving Global Security. Columbia University Press.
Goldstein, Joshua. 2001. War and Gender: How Gender Shapes the War System
and Vice Versa. Cambridge University Press.
Young, Iris Marion. 2003. The Logic of Masculinist Protection: Reflections
on the Current Security State. Signs: Journal of Women in Culture and Society
29:1–25.
Kaufman-Osborn, Timothy. 2005. Gender Trouble at Abu Ghraib? Politics
and Gender 1:597–619.
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Carpenter, R. 2003. ‘Women and children first’: gender, norms, and human-
itarian evacuation in the Balkans 1991–95. International Organization 57:661–
694.

355. “Women’s interests” is central to the analysis of gender and politics. How do
researchers define women’s interests as opposed to men’s; in other words a
gendered approach to the notion of interests. More than dialoging with the
concept of interests in nonfeminist political science which is quite diffuse, the
notion ofwomen’s interests, sometimes referred to as gender interests, was de-
veloped separately in the literature on gender and politics. From Sapiro’s first
treatment of the issue to Molyneux’s efforts to differentiate between strategic
and practical interests, conceptualization of women and/or gender interests
involves identifying what, if any are the common political interests of men
as opposed to women. A central component of developing operational def-
inition of gendered interests has been the diversity of women and men as
groups-across race, class, ethnicity, sexual orientation, religious affiliation etc.
Thus, conceptualization of women’s interests have increasingly become more
sophisticated over-time, taking on the reality of intersectionality in political
mobilization.

Selected References:
Diamond, I. and Hartsock, N. 1981. Beyond Interests in Politics: a Comment
on Virginia Sapiro’s “When are Interests Interesting? The Problem of Political
Representation of Women.” American Political Science Review 75:717–21.
Molyneux, Maxine 1985. Mobilization with Emancipation? Women’s Inter-
ests, the State and Revolution in Nicargaua. Feminist Studies. 11:227–255.
Sapiro, Virginia. 1981. Research Frontier Essay: When are Interests Interest-
ing: The Problem of the Political Representation ofWomen. American Political
Science Review 7:701–716.
Jónasdóttir, A.G. 1988. On the Concept of Interests, Women’s Interests and
the Limitation of Interest Theory. In K.B. Jones and A.G. Jónasdóttir (eds.)
The Political Interests of Gender, pp. 33–65. Sage Publications.

Typologies

356. Chapter 8 the concept bookdiscusses someof thepitfalls of creating typologies
using themutually exclusive and exhaustive rules. Themap given in figure 10
is the World Bank’s typology of regions of the world and is an interesting
example to discuss for thinking about mutually exclusive and exhaustive
typologies. As far as I can tell any rationale for this particular division of
the world into regions is lost in some old World Bank filing cabinet. Here
are a few issues to discuss. First, note that it is not completely geographic
because French Guyana which is located Latin America is coded red making
it part of Europe. However, various colonies and possessions, e.g., US and
French, in Oceania (another region?) are considered in the East Asian region.
Probably Puerto Rico is considered part of North America. Second, probably
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the biggest problem is those countries that lie on the boundaries, the gray
zone between regions. So for example Turkey is considered part of Europe.
Russia is obviously a huge gray zone because it is part of Central Asia, Europe
and arguably East Asia. A major gray zone is how to consider North Africa,
part of Africa or part of the Middle East? It seems like language and religion
are used as well in deciding regions? Finally, why did they consider Europe
and Central Asia to be one region?!

Figure 10: World Bank and regions of the world
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Grenada	 Upper middle income
Guatemala	 Lower middle income
Guyana	 Upper middle income
Haiti	 Low income
Honduras	 Lower middle income
Jamaica	 Upper middle income
Mexico	 Upper middle income
Nicaragua	 Lower middle income
Panama	 Upper middle income
Paraguay	 Upper middle income
Peru	 Upper middle income
Puerto Rico	 High income
Sint Maarten	 High income
St. Kitts and Nevis	 High income
St. Lucia	 Upper middle income
St. Martin	 High income
St. Vincent and 
the Grenadines	 Upper middle income
Suriname	 Upper middle income

Trinidad and Tobago	 High income
Turks and Caicos 
Islands	 High income
Uruguay	 High income
Venezuela, RB	 Upper middle income
Virgin Islands (U.S.)	 High income

Middle East and North Africa
Algeria	 Upper middle income
Bahrain	 High income
Djibouti	 Lower middle income
Egypt, Arab Rep.	 Lower middle income
Iran, Islamic Rep.	 Upper middle income
Iraq	 Upper middle income
Israel	 High income
Jordan	 Lower middle income
Kuwait	 High income
Lebanon	 Upper middle income
Libya	 Upper middle income

Malta	 High income
Morocco	 Lower middle income
Oman	 High income
Qatar	 High income
Saudi Arabia	 High income
Syrian Arab Republic	 Lower middle income
Tunisia	 Lower middle income
United Arab Emirates	 High income
West Bank and Gaza	 Lower middle income
Yemen, Rep.	 Lower middle income

North America
Bermuda	 High income
Canada	 High income
United States	 High income

South Asia
Afghanistan	 Low income
Bangladesh	 Lower middle income

Bhutan	 Lower middle income
India	 Lower middle income
Maldives	 Upper middle income
Nepal	 Low income
Pakistan	 Lower middle income
Sri Lanka	 Lower middle income

Sub-Saharan Africa
Angola	 Lower middle income
Benin	 Low income
Botswana	 Upper middle income
Burkina Faso	 Low income
Burundi	 Low income
Cabo Verde	 Lower middle income
Cameroon	 Lower middle income
Central African 
Republic	 Low income
Chad	 Low income
Comoros	 Low income

Congo, Dem. Rep.	 Low income
Congo, Rep.	 Lower middle income
Côte d’Ivoire	 Lower middle income
Equatorial Guinea	 Upper middle income
Eritrea	 Low income
Ethiopia	 Low income
Gabon	 Upper middle income
Gambia, The	 Low income
Ghana	 Lower middle income
Guinea	 Low income
Guinea-Bissau	 Low income
Kenya	 Lower middle income
Lesotho	 Lower middle income
Liberia	 Low income
Madagascar	 Low income
Malawi	 Low income
Mali	 Low income
Mauritania	 Lower middle income
Mauritius	 Upper middle income
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Namibia	 Upper middle income
Niger	 Low income
Nigeria	 Lower middle income
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357. In a very prominent textbook on the art of thinking used in many philosophy
classes Kelley discusses the classic rules for constructing a typology, that they
are mutually exclusive and exhaustive. Since he uses the example of classes,
what principle used by all universities for classes indicates that the mutually
exclusive principle does not work in practice?

Because your categories overlap, we don’t know whether to classify this
as an introductory course or an art course. The first rule of classification,
then, is that the speciesmust not overlap. We express this in logic by saying
the species must be mutually exclusive: Each species must exclude all the
members of every other species. At the same time, a good classification
divides up the genus completely, allowing us to assign every member of
the genus to one or another of the species. We express this in logic by
saying that the classification must be jointly exhaustive: the species taken
together (jointly) must cover (exhaust) all the objects in the genus. (Kelley
2014, 13–14)
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Answer:

Cross-listing classes means a course fits into more than one category.

358. Sometimes concepts are basically defined via typologies. This raises the
question of there is some kind of basic level concept. The idea of a positive
or negative pole makes little sense if the typology is really of different kinds,
i.e., apples and oranges. As the following two questions also illustrate, a
key assumption in concepts is that they are causally homogeneous: they
have the same causes and effects. The dominant Correlates of War (see also
the ATOP alliance data set, Leeds et al. 2002) defines “alliance” (Singer and
Small 1966; Gibler and Sarkees 2004) in terms of three types of alliance: (1)
defense, (2) neutrality-nonaggression, (3) entente. Discuss whether these
three types of alliance have potential problems of causal heterogeneity. For
a concrete example of this criticism see Long’s (2003) analysis of the alliance-
trade relationship.
Answer:
Many have had their doubts about whether the neutrality-nonaggression al-
liances belong. Typically in the liberal peace literature the alliance variable
excludes them. See the ATOP coding manual (Leeds 2005) for additional
reservations.

359. Compare Rawls and his typology of war with UCDP.

Rawls distinguished between different types of wars in order to define the
principles thatwould best apply in each case. The initial typology found in
his lecture notes proposes nine kinds: 1. Wars between existing via states
(WW I + II) 2. Civil wars (of social justice) within via states or society
(French Rev); 3. Wars of secession of minorities within region: American
Civil War. 4. Colonial Wars of secession (from Empire): Algerian War;
American Rev War? 5. Wars of intervention (humane intervention) 6.
Wars of national unification (War of Roses; Tudors) 7. Wars of conquest,
of Empire (Wars of Rome). 8. Wars of Crusade, religious or secular 9.
Wars of national liberation (in present sense); guerilla wars (Armitage
2017, 335)

360. Concepts with adjectives often came become typologies. For example, gender
quotas come various forms, “party,” “legislative,” “constitutional,” “reserved
seat” etc. which could generate “types of gender quotas” (Krook 2014). The
goal of gender quotas is to raise the number of women in parliament. As such
the typology is really a series of causal mechanisms designed to raised the
number of women in parliament. Discuss why the rule of mutually exclusive
categories for typologies is particularly a bad idea in this concept.
Answer:
Clearly a country could, and maybe should, adopt multiple mechanisms for
raising the number of women in parliament. In addition there might be
synergies between these mechanisms when used together.

361. The well-known UCDP data projects have the goal of basically mapping all
forms of armed conflict, both domestic and international. Discuss the extent
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to which their typology is mutually exclusive and exhaustive. Are there some
forms of armed conflict that are not covered by their scheme? Note that this
is a tricky and complicated issue.

Organized violence 1989–2017 For the third year running, the annual up-
date from UCDP presents trends in not only state-based armed conflict,
but also non-state conflict and one-sided violence. The three categories are
mutually exclusive and can be aggregated as ‘organized violence’. They
also share the same intensity cut-off for inclusion – 25 fatalities in a calen-
dar year. State-based armed conflict includes violencewhere at least one of
the parties is the government of a state, that is, violence between two states
and violence between the government and a rebel group. An example of
the former is the border conflict between Ethiopia and Eritrea, while the
conflict between the Taliban and the Afghan government is an example of
the latter. Non-state conflict, on the other hand, is the use of armed force
between two organized groups, such as rebel groups or ethnic groups,
neither of which is the government of a state. Examples include fighting
between the Islamic State (IS) and Tahrir al-Sham in Syria, aswell as the in-
terethnic fighting between the nomadic pastoralist Fulani and the mainly
agriculturalist Mambila in Nigeria. Finally, one-sided violence covers vi-
olence by the government of a state or by a formally organized group
targeting unarmed civilians. Recent examples include the CPI-Maoist
targeting civilians they consider enemies of their struggle, and the gov-
ernment of Kenya killing protestors following elections. (Pettersson and
Eck, 2018, 535; see https://www.pcr.uu.se/research/ucdp/definitions/)

Answer:
For example, one form of conflict not covered by UCDP datasets is that be-
tween organized crime and the government. Armed conflict between orga-
nized crime groups is covered.

362. Collier et al. 2008 use the following example of a typology. Critical in thinking
about typologies is the scale type of the the row and column variables. This
table clearly has ordinal variables. How would you change the format to
reflect better the ordinal nature of the scale to make it similar to the familiar
Cartesian coordinate system?
Answer:
To make the ordinal nature clearer and to make it similar to the Cartesian
system, one should flip “high” and “low” on the Y-axis (ambiguity variable)
so that low is near the origin.

363. Traditional typology rules have the core mutually exclusive and exhaustive
rules. This is an issue in concepts of ethnic group. Suppose there are two
ethic concepts “white” and “black.” In fuzzy set one could be a .4 member of
white AND .4 member of black. Discuss the extent to which various datasets
on ethnicity (e.g., Fearon 2003; Chandra 2008) assume coding of ethnic groups
is exclusive. Discuss how this plays a central role in the widely used ethnic
fractionalization index: F � 1 −∑n

i�1 p2
i where pi are the population shares of

each ethnic group.
Answer: Because fuzzy logic does not think strict dividing lines are good
practice, it naturally will allow, and even encourage, partial membership in
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Figure 11: Typology dimensions and orientation

978–0–19–928654–6 07-Box-c07 OUP249-Box (Typeset by SPI, Delhi) 156 of 173 March 14, 2008 20:25

156 D . COLLIER , J . LAPORTE & J . SEAWRIGHT

Table 7.2. Matland’s Typology of Policy Implementation

Low High
Lo

w
Am

bi
gu

ity
Hi

gh

Conflict

Administrative
Implementation

Political
Implementation

Experimental
Implementation

Symbolic
Implementation

Source: Adapted from Matland (1995).

implementation (Table 7.2). While these building blocks might seem straightforward,
scholars too often limit the analytic potential of their typologies by failing to follow
this basic template. In this example, Matland conceptualizes policy implementation
by differentiating between level of conflict and level of ambiguity in the implementa-
tion process. The elements of his typology are:

(a) Overarching concept: The concept that is measured by the typology—in this
case, “policy implementation.”

(b) Row and column variables: These variables are cross-tabulated to form a ma-
trix. In this example the row variable is “ambiguity,” because its component
categories define the rows, and the column variable is “conflict.”

(c) The matrix: This cross-tabulation creates the familiar 2 × 2 matrix. Alterna-
tively, more than two categories may be present on each variable, and/or more
than two variables can be incorporated, thereby yielding still more cells.

(d) Types: The four types located in the cells are the different kinds of policy
implementation. These have substantively meaningful labels: administrative,
political, experimental, and symbolic. These types give conceptual meaning to
each cell, corresponding to their position in relation to the row and column
variables.

2.2 Cell Types as Categorical Variables
The cross-tabulation of two or more variables generates four or more cells, thereby
creating a new categorical variable that may be nominal, partially ordered,3 or ordi-
nal. These typology-based categorical variables are conceptualized in terms of two or
more dimensions, and thus help to address the concern that the variables employed
in a given analysis may hide multidimensionality (Blalock 1982, 109; Jackman 1985,
169; Shively 2005, 32).

Matland’s typology, for example, creates a nominal scale. The two dimensions of
policy implementation—conflict and ambiguity—are ordered in the sense that both

3 See Davey and Priestley 2002, ch. 1.

multiple ethnic groups. Because it is not probability based, there is no need
for things to add up to one.
The fractionalization index assumes that membership in ethnic groups is (1)
zero or one, and (2) that you cannot be a member of two ethnic groups at the
same time. In short the sum of the population shares must be one.

Multimethod research

364. With complex Boolean equations case selection can be quite challenging. Dis-
cuss Brookes’s case selection strategy. Is she using the Overdetermination
Guideline in selecting her cases? Which cases are good for the necessary
condition hypothesis and which for sufficiency? With four variables in her
model there are 16 possible combinations for case study selection. She choose
6. Which ones does she leave out? Discuss in the context of the Overdetermi-
nation Guideline.

Case Selection and Methods of Causal Analysis. To test the causal claims
of the CCAP theory, in this book I analyze six TLA campaigns—three
failures and three successes—matched into pairs of highly The New Pol-
itics of Transnational Labor similar cases with different outcomes: the
Liverpool dockers’ dispute versus the Australian waterfront conflict; the
Tesco Global Union Alliance versus the Alliance for Justice at G4S; and
the Shangri-La Hotel campaign versus the Raffles Hotels campaign. This
logic of case selection approximates John Stuart Mill’s method of differ-
ence insofar as it allows one to control for otherwise confounding factors
within each pair, including the type of conflict prompting the campaign,
the institutional context of the country in which the conflict originated,
the TLA’s goals, the type of employer targeted, whether the campaign
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was proactive or reactive, and the time period in which the campaign
took place. If the CCAP theory is correct, any campaign lacking intrau-
nion coordination, interunion coordination, or context-appropriate power
should be unsuccessful. Conversely, all three variables should be present
in each successful campaign. . . . Process tracing thus allowsme to identify
and test for alternative explanations. In sum, across-case comparisons are
important, but only within-case analyses can confirm or falsify the theo-
retical framework proposed in this book. . . . Causal Relationships as Boolean
Equations X1 ∗X2 ∗X3 � Y; ¬X1+¬X2+¬X3 � ¬Y (Brookes 2019, 34–35,
160;)

365. Discuss the same issue in Kaufman’s analysis which includes six case studies.
Which combinations of independent variable and dependent variables are
selected for case studies? Are core configurations omitted?

To sum up, the symbolic politics theory presented here posits that the
way relations between ethnic groups play out in any country depends on
four main factors: symbolic predispositions, perceived threat, leadership, and
organization. . . . . Put more formally, the theory states that threat per-
ceptions, credible chauvinist leadership, and effective organization are all
necessary conditions for ethnic mobilization. Significant ethnic mobiliza-
tion does not happen unless all three factors are present. Increases in any
of them—perceptions of stronger threat, more credibility for chauvinist
leaders, or better organization— increase the likely scale and intensity of
ethnic mobilization. Together, these three factors are also sufficient for
ethnic mobilization: if all three are simultaneously present, ethnic mo-
bilization will occur, though violence may not erupt. While prejudice is
neither necessary nor sufficient, it is a key motivating factor, at least on
one side, in the vast majority of cases. (Kaufman 2015, 12, 22)

366. To achieve clarity in case selection it is often very useful to choose cases that
avoid overdetermination on key causal mechanisms. Discuss whether this
makes sense in the case selection of the fight against corruption which cannot
be the result of external pressure.

Instead of looking at poorer countries that may have been forced to act
against corruption by outside political pressure (e.g., as a condition of
World Bank loans), the book focuses on four rich countries where such
pressure has played little or no role. The United States, Britain, Switzer-
land, and Australia have freely made demanding commitments to detect
and return looted wealth from abroad, and it is difficult to see these
promises reflecting outside coercion. . . . Why concentrate the search for
illicit funds on the United States, Switzerland, Britain, and Australia?
(Sharman 2017, 7, 17)

367. Ford (2019) in his analysis of labor regimes, to simplify, has three independent
variables eachwith three levels, see his table below (Ford 2019, 17). Thiswould
produce eight possible combinations of variables for case selection. Discuss
which ones are selected and which ones have no case study.
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 ASIA’S  LABOR MIGRATION AND EMPLOYMENT RELATIONS REGIMES 17

Asian destination countries’  labor migration regimes share some broad char-
acteristics, most notably a rejection of pathways to permanent migration for low-  
and semi- skilled temporary  labor mi grants.6 As  table 1 shows, they also differ in 
impor tant and influential ways. Individually and collectively,  these ele ments of 
each country’s  labor migration regime constitute the structures that shape the par-
ameters of mi grant workers’ experiences in that destination country.

Extent and Nature of Temporary  Labor  
Migration Flows
Large- scale international temporary  labor migration has been an impor tant part 
of the economic and social structures of almost all Asian countries, with millions 
of low-  and semi- skilled temporary  labor mi grants finding employment in the 
 Middle East and also within Asia itself (see figure 2).

Historically, the Philippines and Indonesia have been the most significant 
Southeast Asian countries of origin, followed by the Mekong countries. With the 
exception of India, which has a relatively low percentage of outward flows, the 
countries of South Asia also have a long history of reliance on temporary  labor 
migration as a source of employment and revenue.7 Many of  these countries of 
origin have come to depend on funds remitted by temporary  labor mi grants. In 
Nepal, remittances accounted for close to 30  percent of gross domestic product 
(GDP) in 2013 (World Bank 2015). In the Philippines, which has a much larger 
economy, remittances accounted for almost 10  percent of GDP in the same year; 
Sri Lanka and Bangladesh had similar percentages. Although remittances repre-
sent a small proportion of the overall economies of other countries of origin like 

TABLE 1. Variation in  labor migration regimes

COUNTRY

EXTENT AND NATURE OF 
 LABOR MIGRATION

COMPLEXITY OF  LABOR 
MIGRATION SCHEME

RIGIDITY OF  LABOR 
CONTRACTS

NUMBER OF 
REGULAR 

 LABOR 
MI GRANTS

NUMBER OF 
IRREGULAR 

 LABOR 
MI GRANTS

REGULATION 
OF COUNTRY 
OF ORIGIN

REGULATION 
OF SECTOR OF 
EMPLOYMENT

ABILITY TO 
RENEW 

CONTRACT 
IN- COUNTRY

ABILITY TO 
CHANGE 

EMPLOYER

Hong Kong High Low Medium Low High Medium

Japan Low Low Medium High Low Low

Malaysia High High High High High Low

Singapore High Low High High High Medium

South  Korea Medium Medium High High Medium Medium

Taiwan Medium Low High High Low Medium

Thailand Low High High Low Medium Medium

368. Often one claims that case studies should be representative of the population
(e.g., Gerring 2006). Discuss what might constitute a “ representative” case.
Is that what Gavin is choosing? Discuss his view of generalizing from case
studies.

As a historian interested in these questions, my way of assessing Sechser,
Furhmann, and Kroenig’s arguments is straight-forward. I would iden-
tify the most important example where these issues are engaged, look at
the primary documents, see how the authors ‘coded crucial variables and
determine how good a job their analysis does in helping us understand
both the specific crisis itself and the larger issues driving nuclear dynam-
ics. Political scientists might describe this as running both a ‘strong’ and
a ‘critical’ test; in other words, if the authors’ theories don’t fully explain the
outcomes and causal mechanisms in the most important and most representative
case, how useful are the findings in explaining the broader issues? Is there
such a case? Is there such a case? In a speech on November 10th, 1958,
Soviet Premier Nikita Khrushchev demanded the Western powers – the
United States, Great Britain, and France – remove their military forces
from West Berlin within six months. This ultimatum was the start of a
tense, four-year period that many believe brought the world closer to ther-
monuclear war than any time before or since, culminating in the Cuban
Missile Crisis of October 1962. According to a leading historian of post-
war international politics, “(T)he great Berlin crisis of 1958 to 1962” was
“the central episode of the Cold War.”16 And as McGeorge Bundy states,
“there were more than four years of political tension over the future of
Berlin. . . . Khrushchev’s Berlin crisis gives us what is otherwise missing
in the nuclear age: a genuine nuclear confrontation in Europe.” . . . Most
importantly, I would want to be convinced that the causal mechanisms
identified by the authors did in fact drive the origins, development, and
outcome of this crisis. . . . And if these models can’t tell us anything about
arguably themost important and consequential nuclear standoff inhistory,
should I take comfort that it apparently can explain why the U.S. success-
fully restored Jean-Bertrand Aristide in 1994 or “won” in Nicaragua in
1984? Or look at the 1983 ‘Able Archer’ affair, perhaps the most recent
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case where the risk of thermonuclear was possible (if highly unlikely).
(Gavin 2014, 16, 24 emphasis is mine)

369. Discuss how Saylor is applying the Avoid Overdetermination Rule (Goertz
2017) in doing his case selection.

Above all, I employ process tracing to indicate the viability of a coali-
tional approach to explaining state building trajectories during resource
booms. . . . My focus on weakly institutionalized polities eliminates the
possibility that robust institutions account for the way in which a country
managed its commodity boom. I furthermore examine these countries’
first major commodity booms, as a means to eliminate potential prior
“learning effects” that might have affected policymakers during subse-
quent booms. Third, I limit my analysis to agrarian societies, even though
some industrialized countries, like Norway, are noteworthy primary com-
modity exporters. I exclude industrial states from consideration because
they are more likely to possess strong institutions. A focus on developing
societies helps to isolate the influence of coalitional politics. (Saylor 2014,
40–41)

370. This case illustrates the importance of the Avoid Overdetermination Rule.
An alternative to the importance of nuclear weapons is clearly conventional
weapons superiority. In many circumstances it is likely the case that nuclear
weapons are accompanied by conventional weapons superiority. How many,
if any, of the cases satisfy the Avoid Overdetermination Rule? Discuss what
thismeans in the statistical analyses if essentially the nuclearweapons variable
is almost colinear with the conventional weapons variable.

Conclusion. The chapter critically assessed ten apparently successful cases
of nuclear coercion. These cases should have provided the clearest evi-
dence in favor of the view that nuclear blackmail works. However, none of
them unequivocally supports the nuclear coercionist school. In each case,
there is some doubt – often considerable doubt – about whether nuclear
weapons provided states with coercive leverage. Indeed, several of these
crises provide strong support for nuclear skepticism theory, highlighting
the challenges that countries face when attempting to employ nuclear sig-
nals for coercivepurposes. It isworthnoting that the cases that provide the
strongest support for the nuclear coercionist view – including the Cuban
missile crisis – happened in the early days of the Cold War. The world
has changed dramatically since that time. It is hard to argue that cases
from the 1950s and 1960s tell us much about the role of nuclear weapons
in world politics today. There is scant evidence that nuclear blackmail has
worked since the collapse of the Soviet Union. The nuclear crises of the
last quarter-century illustrate the coercive limits, rather than the virtues,
of nuclear weapons.

371. An issue in multimethod research is the location of the case study vis-à-vis
the independent variable in the statistical analysis. Lee (2018) chooses a case
study which scores very low on her independent variable of rivalry (at best a
low level rivalry). “I complement the quantitative analysis with a qualitative
examination of Malaysias role in undermining domestic sovereignty in the
1970s in Mindanao, a region of the southern Philippines.” Given that this is a
low level rivalry how might she defend her case selection?
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Answer:
She could use an extrapolation justification: if it works for weak rivalries it
should work for more serious rivalries. See figure 8.2 in Goertz 2017.

372. Grewal and Kureshi (2019) is an example of multimethod research. The
main hypothesis involves an interaction term. Discuss the selection of the
two case studies in light of the issues posed by an interaction term in the
theory-statistical analysis.

373. Law and norms are often considered constraints. What would be good case
studies to study this constraint mechanism?

The threat that legalistic trade dispute settlement poses to the discretion of
political leaders is threefold. First, it may constrain their ability to manage
the unforeseen costs of adjustment, making it more costly to provide relief
or protection to specific groups injured by trade liberalization. Second, it
may limit their general policy autonomy across a range of domestic regu-
lations, which it judges against treaty commitments to eliminate nontariff
barriers to trade. A third and final consideration is that the delegation of
authority to third parties may constrain their ability to pursue trade pol-
icy bilaterally, a strategy with distinct political advantages. On all three
counts, political leaders in trading states are risk-averse regarding the im-
pact of dispute settlement on policy discretion. Other things being equal,
they do not want to cede veto power over domestic policies to appointed
trade law experts or judges, because the political price of doing so may be
high. (McCall Smith 2000, 143)

374. Gerring andCojocarudescribeMansfield andSynder’swork as follows. Using
the discussion of large-N qualitative testing in Multimethod research, causal
mechanisms, and case studies: an integrated approach explain what is wrong with
their characterization.

In a setting where the relationship between X and Y is well established—
perhaps as a result of cross-case analysis (the researcher’s or someone
else’s)—the pathway case is usually focused specifically on causal mech-
anisms (M). An example is provided by Mansfield and Snyder’s (2005)
research on regime transitions and war. The authors find a strong rela-
tionship between democratization and bellicose behavior in their large-n
cross-national analysis. To ascertain whether their hypothesized causal
mechanisms are actually at work in generating this relationship, they look
closely at 10 countries where the posited covariational pattern between
X and Y clearly holds, that is, where democratization is followed by war.
(Gerring and Cojocaru 2016, 406)

Answer:
Their core hypothesis is an interaction between democratization and weak
institutions, not democratization alone. They do not find a strong relationship
between democratization alone and militarized conflict.

375. Should one assume an interaction term or just a straight additive model, or a
Boolean model for the data in the table below? Table 17 is a stripped-down
version of their table 2 (p. 88) which gives the two core independent variables:
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(1) federal versus centralized state and (2) multiparty system versus two-
party system. I use their primary dependent variable “macrocorporatism”
(the other one they discuss is “sector coordination”). There is no statistical
analysis in this article; the empirical analysis is carried out via four case
studies, one from each cell in table 17.

Table 11: Macrocorporatism

Number of Parties Level of State Centralization

Centralized Federal

Multiparty Denmark Germany
macrocorporatism=.72 macrocorporatism=.50

Two party Britain United States
macrocorporatism=–.14 macrocorporatism=–.93

Source: Martin and Swank 2011, table 2.

Answer:
As in almost all two-variable models – i.e., X1 AND X2 → Y – the (1,1,1) cell
is clear as is the (0,0,0) cell. The critical feature that will influence the decision
between a QCA interpretation against an additive linear one is what happens
with the cases where one independent variable is present and the other is
absent, i.e., (1,0) or (0,1).
In set theoretic models the value of the (1,0) and (0,1) cells would be close
to that of (0,0) because of the necessary condition relationship. The additive
model suggests that when one independent variable is present and the other
absent we should see intermediate results, somewhere between the extreme
values on the dependent variable. Hence, a signal that the additive relation-
ship is at work is when the dependent variable is significantly greater than the
(0,0) but yet significantly less than the (1,1) dependent variable value. This
is in fact what we find in table 17. The two off-diagonal cells have values in
between those in the on-diagonal cells.
It is pretty clear that a set theoretic interpretation of these data would not
be appropriate because of the intermediate values of the dependent variable
when only one independent variable is present. However, it is very difficult to
make any strong conclusions regardingwhether there shouldbe an interaction
term.

376. In a very influential article Alesina and Spolaore (1997. On the size and num-
ber of nations. Quarterly Journal of Economics) give a formal model. Discuss it
in terms of game theory multimethod research. For example, how plausible
are their assumptions? What is the causal mechanism and how would you
explore that in case studies? You can explore this in more detail in their book
on the topic.
Answer:
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For example, they do not discuss war which is historically probably the most
important determinant of the size of nations.

377. Copeland (2015) has at the core of his book an interaction; positive levels of
economic interdependence (often trade) interacted with expectations about
future economic conditions. Discuss the situationwhere one of the interaction
terms is basically a subset of the other. For example, what case studies we be
appropriate? Is the superset variable (positive economic independence) more
like a scope condition?

To determine whether the liberal prediction or realist prediction will pre-
vail, we must introduce an additional causal variable—namely, a state’s
expectations of the future trade and investment environment. When a
dependent state has positive expectations about this future environment,
it is more likely to see all the benefits of continuing the current peace and
all the opportunity costs of turning to war. Economic interdependence
would then be a force for peace. Yet if a dependent state has negative
expectations about the future economic environment—seeing itself being
cut off from access to foreign trade and investment, or believing that other
states will soon cut it off—then the realist logic will kick in. Such a state
will tend to believe that without access to the vital raw materials, invest-
ments, and export markets needed for its economic health, its economy
will start to fall relative to other less vulnerable actors. If this economic
decline is anticipated to be severe, the leaders of the dependent state will
begin to viewwar as the rational lesser of two evils—that is, as better than
allowing their state to fall to a point where rising states can attack it later
or coerce it into submission. (Copeland 2015, 2; basic hypothesis of the
book)

378. Seawright (2016) argues for “extreme on X” case selection in multimethod
research. Extreme on X could mean very high or very low or distant from
the mean. Contrast that with “good” causal mechanism case selection as
argued inMultimethod research, causal mechanisms, and case studies: an integrated
approach, i.e., some extreme cases are good cases and others are not good cases.

379. Bush (2011) is one of the relatively rare statistical multimethod articles, which
chooses a case study based on the statistical results. Her case study is
Afghanistan:

A case study can check the results’ robustness through process tracing. . . .
Since the preliminary large-N analysis generated satisfactory results for
my theory, I chose Afghanistan—a country that was well-predicted by the
statisticalmodel (footnote: Lieberman 2005, 442–43. The average residuals
for Afghanistan from Model 4 in Table 2 were –0.03) (Bush 2011, 126)

Discuss the pro’s and con’s of this as a good on-line case study – in the
qualitative logic sense as well as in the statistical multimethod sense.

380. Collier and Sambanis (2005) conducted a large multimethod project on civil
war and case studies. Explore their rationale for selecting cases to analyze
since they cannot look at all countries for all time periods.
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381. When doing statistical multimethod work scholars often choose “theoretical
on-line” cases, i.e., cases where the theory is working (aka (1,1) cases, as-
suming a positive relationship). Construct an example where the theoretical
on-line case is one which is not on the regression line, and which has a very
large positive residual vis-à-vis the regression line.
Answer:
The ideal theoretical on-line case would lie in the top right hand corner (i.e.,
X � 1 and Y � 1, assuming variables [0,1]). Draw a regression line with a
modest slope (e.g., .25). Cases in the top right corner will have large positive
residuals.

Case studies, case selection

NOTE: the next section on the Possibility Principle is all about case selection
as well. See also the multimethod section for case selection exercises.

382. A key issue in case study research is choosing cases in the context of con-
cerns about generalization. Discuss Alter’s rationale for choosing cases given
her concern over generalizing beyond northern international courts. Would
LNQA be applicable here, if so how?

Although there aremany European cases one could examine, only three of
the eighteen case studies in this book focus on European legal institutions
because I want to show that the new terrain of international law exists
beyond Europe. Because I prefer less likely cases, I focus on human rights
courts fromLatinAmerica andAfrica, and caseswhere ICswith economic
subject matter jurisdiction end up speaking to human rights issues, rather
than a case study involving the European Court of Human Rights. (Alter
2014, 25)

383. Slater and Simmons provide a nice in class example of case selection based
on (1,1) cases that they argue are quite diverse. Both cases have the main
causal variable of political uncertainty and the same outcome variable of
promiscuous power-sharing. However, they then discuss some additional Z
factors that these cases have in common (see quote below). Here they argue
that they are similar in both cases. So this seems like a more similar systems
design. Discussed the tension between themost different systems versusmost
similar systems in their case selection.

In the most general terms, Indonesia and Bolivia serve as a “most dif-
ferent systems” pairing (Przeworski & Teune, 1970). Given the countless
ways that these cases vary, it is intriguing to uncover parallel patterns
of promiscuous powersharing during times of severe uncertainty. These
pronounced cross-case differences are methodologically useful because
they allow us to control for a variety of alternative explanations specific
to each case (e.g., purportedly collusive political culture). In the next
section we argue that both Indonesia and Bolivia saw promiscuous pow-
ersharing originate in highly uncertain democratic transitions. . . . The first
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important parallel [Z1] is a revolutionary past. This is relevant for sev-
eral reasons. First, histories of contentious mass politics almost certainly
made it harder for party leaders to sustain exclusionary elitist pacts, while
also probably helping to convince them that such elitism was essential for
political stability in the first place. The strength of popular leftist revo-
lutions also nationalized political life, making subnational ethnicity and
regionalism less salient than one would expect by looking at these coun-
tries pluralistic and geographically fragmented social structures. Most
important for our purposes, revolutions had profound consequences for
which political cleavages would be most salient at the national level. This
determinedwhatwould count as promiscuous as opposed tomerely inclu-
sionary in the powersharing arrangements attending democratization. . . .
Powersharing is not shaped only by political cleavages, however. It is
also a function of electoral rules. Like cleavages, these rules tend to be
historically shaped, and to become among the most important param-
eters influencing democratic interactions. Here we find an additional
parallel between the Indonesian and Bolivian cases. When each country
democratized, it did so against the backdrop of electoral rules imposed by
conservative military regimes [Z2]. (Slater and Simmons 2012, 1372, 1373)

384. Baum and Potter (2015) in their analysis of democracy and war in chapter 7
do a series of case study analyses from the coalition built before the 2003 Iraq
war. This involves decisions to join or not to join the coalition. Their main
theory is democratic “constraints” on war initiation. “we have attempted to
select cases that varymeaningfully on the dimensions thatwe argue are key to
democratic constraint: partisan opposition and a robust and accessiblemedia.
The conditional nature of this argument means that we anticipate that when
either (or both) of these conditions is lacking, it will be possible for leaders
to discount public opinion and pursue their independent policy preferences,
if they have them. Only when both are present will public opinion truly
constrain leaders. Table 7.1 locates our cases, in relative terms, along these
two key structural dimensions: opposition and media access.” (Baum and
Potter 2015, 195). Discuss the (0,0) cell where there are no constraints on the
decision to join the coalition, howwould one do case studies for this particular
cell? Give the Boolean equation for their theory. How do the cases selected
line up with the Boolean equation?

385. There exists a lot of debate about rules for case selection inmultiple case study
research. Discuss these principles of case selection:

For the purposes of differentiating different theories and visualizing the
operation of mechanisms singled out in our theory, we have chosen our
cases according to seven principles. Three of the seven principles (2, 3,
7) are drawn from Goertz and Mahoney, Gerring, and Weller and Barnes.
purposes here (1, 4, 5, 6).
The seven principles are as follows: (1) Cases must have been well docu-
mented, so that their basics are not subject to disputes allowing potential
accusations of cherry-picking within-case facts. The exception here is the
true negative case of Gabon as a “dog that did not bark.” This case has not
received much scholarly attention. (2) Cases must include both positive
and negative cases with real possibility of positive outcomes (for example,
conflict) according to one’s own or others’ competing theories. (3) Cases
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must include pathway cases (or typical cases) that exemplify the variations
of the key explanatory variable(s), thus allowing clear differentiation of
competing theories regarding them. (4) Casesmust include pathway cases
that exemplify the variationswithin the operation of the coremechanisms,
thus allowing clear differentiation of competing theories regarding core
mechanisms. (5) To compare the strengths and weaknesses of quanti-
tative and qualitative methods, cases should include those that can be
easily miscoded or misidentified in quantitative exercises, even with GIS
datasets. (6) Cases should come from different geographical and cultural
backgrounds. (7) Together, the cases examined should provide a fairly
generable picture about factors and mechanisms across the population or
universe of cases. (Tang et al. 2017, 369–70)

386. Explain how Howard is using the Avoid Overdetermination Rule in selecting
her cases:

Choosing the population based on American-initiated solutions is the
best way to test for internally driven hypotheses of US foreign policy,
since such decisions are a result of dynamics within the United States and
not of multilateral deliberation. The vast majority of US foreign policy
literature assumes or argues that internal US dynamics drive decisions.
In other mediation efforts in ethnic conflicts (e.g. Kosovo, Macedonia,
Afghanistan, and Kenya), the United States worked very closely with in-
ternational partners. Thus, multilateral, coalition behavior, not internal,
domestic decisions, often drove foreign policy. It is necessary to choose
caseswhere the leadinghypotheses “most likely”determine the outcomes.
In other words, the domestic audience-focused, unilaterally driven pop-
ulation would have the most likely cases of decision points where the
leading hypotheses would hold. (Howard 2017, 725)

387. Discuss case selection in Stasavage’s influential book Public debt and the birth
of the democratic state France and Great Britain, 16881789. Clearly he is using the
very popular paired comparison, in terms the causal mechanism book a (0,0)
case compared to a (1,1) case. There are lots of nondemocracies in this. Why
choose France? What about choosing more (1,1) cases to generalize?

Representative political institutions may improve a government’s abil-
ity to make credible commitments through several different mechanisms.
This chapter has used a formal model of legislative bargaining to provide
support for my three main arguments. I first demonstrated that if capi-
tal owners are in the minority, then party formation can lead to credible
commitment, but only if players bargain over multiple issues. In addition,
one can expect the perceived credibility of taxation or borrowing to vary
according to the partisan composition of government. Both of these ob-
servable implications will be considered in detail in subsequent chapters.
I next showed that constitutional checks and balances will have little effect
on credibility unless there is some mechanism ensuring that capital own-
ers control a veto point. This helps support the argument that multiple
veto points may in many cases be insufficient to ensure credible commit-
ment. Finally, I developed my argument about bureaucratic delegation,
suggesting that it will improve credibility only if capital owners have the
political authority to block any attempt to override bureaucratic decisions.
This too is an empirical prediction that is considered in subsequent chap-
ters. (Stasavage 2003, 49–50)
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388. Selecting on the dependent variable is very common in trying to figure out
the causes of something. Discuss how the World Bank is selecting on the
dependent variable to figure out the causes of violent conflict.

This chapter explores the accumulation and intensification of risks and
opportunities in critical spaces, called arenas of contestation. These arenas
involve what groups care about in their relationships with each other and
with the state and thus what they tend to fight over—access to power,
land, and resources, equitable delivery of services, and responsive justice
and security. These four broad arenas are by no means an exhaustive list,
but they have been selected because they have consistently recurred in
violent conflict in various contexts. ((World Bank 2018, 141, Pathways for
peace, chapter 5)

389. Gerring and Cojocaru 2017 describe what they call “algorithmic” case selec-
tion, often using a regression model. Discuss if the italicized elements below
are necessary and required or not.
Algorithmic case selection follows a set of rules executed in a sequence of
steps, which we envision as follows. 1. Define the research question and the
population of theoretical interest.
2. Identify a sample of potential cases. Ideally, this sampling frame should be
representative of the population of interest.
3. Measure relevant features of the cases—for example, D, X, Y, and/or Z—
across the sample.
4. Combine diverse indicators of D, X, Y, and/or Z into indices, if necessary.
5. Construct a causal model, if required. (Gerring and Cojocaru 2016, 411;
emphasis is mine)

390. When doingmultiple or comparative case studies when there aremultiple hy-
potheses involves complicated and potentially tricky case selection decisions.
Rocabert et al. 2019 have three hypotheses regarding international parliamen-
tary institutions and IGOs and ends up doing two case studies. Draw the
table of all the possible values, presence–absence for all variables in the three
hypotheses and then locate the case studieswithin this list of all possible cases
one might choose based on this table. They chose (1) ECOWAS and (2) PIF.
Are those the best choices?

391. Discuss the extent towhichAlter is using theAvoidOverdeterminationGuide-
line in her selection of cases: “I generally pick hard cases, situations where
important interests are at stake, where the policies leading to law violations
are politically entrenched, and where law operates in places and ways that
are counter to the expectations of international relations scholars and domes-
tically focused lawyers.” (Alter 2014, 24)

392. Shannon 2009 is a case study of the US invasion of Panama in 1989. If one
were to do a large-N qualitative analysis starting from this article what would
be the basic case selection criteria using figure 2. Should you consider case
selection further down the tree? Why is that important?
Answer:
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The top of the decision tree is those leaders who are motivated to violate the
norm is the minimum case selection rule. These are the cases where we can
see the norm potentially in action.

393. Selecting on the dependent variable is legitimate for necessary condition hy-
potheses. Explain why.
Answer:
For a clear discussion see Dion (2003) or Harvey (2003). The short answer is
that a necessary condition hypothesis says that we should see X present when
Y occurs. Hence the test starts by looking at when Y occurs, i.e., selecting
on the dependent variable. See Harvey for a discussion of how this has been
ignored in the literature on selection and deterrence (e.g., Achen and Snidal
1987). Dion (2003) uses Skocpol as one of his main examples.

394. Causal mechanisms and scope decisions can be closely related. Bush’s main
independent variables in her analysis of gender quotas are (1) foreign aid, (2)
international election monitoring, and (3) democracy promoting UN peace
operation. She could include all countries in her analysis, but she excludes
rich democracies.

A Quantitative Analysis of the Sources of Gender Quotas. The Sample.
The unit of analysis for the quantitative analysis of the determinants of
quota adoption is the country–year. The sample covers the years from
1970 to 2006 and contains all countries except long-term consolidated and
developed democracies. Long-term consolidated and developed democ-
racies were removed because they are subject to different causal processes;
they are neither underUNauthority nor desirous of signaling their liberal-
ism to the international community, and in fact, they promote democracy
abroad. I followed Finkel et al. and removed thirty advanced industrial,
long-term consolidated democracies, which resulted in a sample of 165
countries for at least some amount of time. (Bush 2011, 118)

She does include authoritarian regimes, because some do adopt gender quo-
tas. Discuss whether the same causal mechanism works for authoritarian as
well as democratizing regimes.

395. Collier andCollier (1991) is a classic of comparative historical analysis. Central
to their work is the concept of labor incorporation. Discuss their case selection
on this variable and whether it should be a partially a scope condition.

Because their interest is in the effects of labor incorporation, they [Collier
and Collier 1991] consider only the effects of variation in the productive
condition: all eight of their cases saw labor incorporated into politics af-
ter a major social crisis in the early 20th century. Their interest is in the
ways in which different “values” of the productive condition shape diver-
gent regime outcomes over subsequent decades. . . . Since the permissive
condition of the rise of labor bounds the theory of regime dynamics that
they develop, it acts as a scope condition on the proposed relationship
between the mode of labor incorporation and regime outcomes. (Soifer
2012, 1581–82)
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396. Discuss Huber and Stephens’s (2012) case selection strategy, particularly its
longitudinal variation on X and Y. Did they choose cases that were (1,1) cases
at some point in their history? Note as well that their core theory involves an
interaction term.

Of the various purposive strategies, we follow Ragin’s (1987, 2000, 2008)
advice to focus on the positive outcome cases, so we select all cases that
had high values on the dependent variable as of 1980. This fits Goertz’s
(2008) admonition to choose diversely among positive outcome cases and
Lieberman’s (2005, 444) to select for wide variation in the explanatory
variables among the cases that fit the theory according to the quantitative
analysis. (pp. 49–50)

397. Ostermann (2007) looks at compliancewith policy regardingwood harvesting
in protected areas in a parkwhich lies on the border between India andNepal.
She is interested in the effect of state policies on compliance. Discuss her
case selection discussion in light of the Avoid Overdetermination Guideline.
Discuss in particular the key confounding variables of “weak state presence”
and “poverty” which can explain compliance or noncompliance.

The Terai region in the South of Nepal and the North-Indian state of Bihar
is an excellent place to test compliance theories in adverse circumstance
for two main reasons: (1) it fits squarely within a least favorable case
research design—the states on both sides of the border are weakly insti-
tutionalized, at least in this region; and (2) the populations on either side
of the border are generally poor and uneducated. Indeed, for much of
the period leading up to this study, the states on both sides of the border
had largely retreated from this region in response to armed Maoist move-
ments. . . . Case selection was also part of an effort to use design to gain
methodological traction on persistent questions in the socio-legal compli-
ance literature. Chitwan and Valmiki are contiguous and divided only by
an open international border that was not defined by geography or cul-
ture. The same culture and dominant ethnic group—the Tharus—prevail
on both sides of the border, and most people in this region are poor, fairly
uneducated, and speak the same language. (Ostermann 2006, 107)

398. The medium-N paradigm means exploring cases in border areas of the (1,1)
zone as secondary case studies. For the democratic peace this would be
borderlinedemocracies or borderlinepeace (in the joint democracy is sufficient
for peace version of the democratic peace). An interesting exercise to seewhat
the cases scholars have used when critiquing of the democratic peace, e.g.,
Elman (1997) or Rosato (2003).

399. Norris inMaking democratic governance work is interested in the impact of gov-
ernance and/or democracy on a variety of outcomes, e.g., economic growth,
welfare, and conflict. She also uses case studies to illustrate her findings and
approach. In the various chapters on various dependent variables she uses
paired comparisons. Discuss how she decides about these pairs focusing on
the problem that she always has two independent variables – governance and
democracy – in each chapter. For example, does she use the Avoid Overde-
termination Guideline?
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400. Copeland in an influential study of trade andmilitarized conflictmakes claims
about the democratic peace. Explain how his case selection (all major power
crises and wars) does not include key cases for evaluating the democratic
peace.

The trade expectations approach also helps us understand exactly what
is at stake in the ongoing debate about the democratic peace. As we saw
in chapter 2, it may well be the case that the correlation between mutual
democracy and peace is really reflective of an economic peace as opposed
to a political one. Democracies are unlikely to fight each other, in other
words, not because they respect each other’s normative values or because
their legislatures pull illiberal leaders back from the brink, but rather
because democracies generally have open liberal economic foundations
and thus are able to signal their commitment to open-door economic
policies into the future. (Copeland 2015, 434)

Answer:
By selecing only major-power crises and wars he does not include the non-
barking dogs, where democracies are at high levels of peace.

401. Seawright (2016) argues for “extreme on X” case selection in multimethod
research. Extreme on X could mean very high or very low or distant from
the mean. Contrast that with “good” causal mechanism case selection as
argued inMultimethod research, causal mechanisms, and case studies: an integrated
approach, i.e., some extreme cases are good cases and others are not good cases.

402. Horowitz table 2.4 gives a list of all possible case studies: “The major military
innovation cases evaluated in this study are the following: early twentieth-
century battle fleet warfare, mid-twentieth-century carrier warfare, nuclear
weapons, and suicide terrorism. As table 2.5 shows, this selection of [four, one
per chapter] cases maximizes variation on the two key independent variables:
financial intensity andorganizational capital. It also allows for significant time
variation, over a period of a century, and cases that focus on both nation-states
and nonstate actors.” (Horowitz 2010, 61–62).
If you were going to do only two case studies and followed the Avoid Overde-
termination Guideline which cases would you choose?

The Possibility Principle

NOTE: this refers to the Mahoney and Goertz article and a chapter of the first
edition of the concept book, Mahoney, J., and G. Goertz. 2004. The Possibility
Principle: choosing negative cases in comparative research. American Political
Science Review 98:653–69.

403. Should one assume that all countries are at risk of a coup or apply the Pos-
sibility Principle in the study of coups? See for example“The data are in
time-series cross-sectional format and the unit of analysis is the country-year.
The data include 200 countries for the period 1968–2003. (Sudduth 2016, 7)
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404. A very difficult conceptual and methodological problem is dealing with
norms, particularly norms that have the logical structure of rights, e.g., hu-
man rights. This problem has exercised me a great deal and in fact resulted
in a book (Goertz International norms and decision making; a large part of that
book was devoted precisely to analyzing the concept of a norm). (1) Discuss
the concept of a right (contrasting it with prohibitions and obligations). (2)
The positive and negative poles are interesting here in terms of behavior: do
you focus on the positive exercise of rights (e.g., voting) or on the absence
of the exercise of the right. This has theoretical consequences because in the
former case you focus on what factors in addition to rights lead to the use of
rights, while in the latter you focus on factors that eliminate the right itself in
practice. (3) Rights are about possibility, relate this to the Possibility Principle
of case selection and necessary conditions in general. Dowding and Hees
(2003) is a very nice discussion of many of these issues. For measurement see
also Rosenbaum (2000) and Carter (2000).

405. Morrow and Jo illustrate how the Possibility Principle can lead to specific
coding decisions: “Violations are not possible for some issues in some cases
because the sides either lacked the capability to carry out such violations or
no fighting of the type in question occurred during thewar. All the fighting in
the Hungarian-Allies War of 1919 was on land, making violations of conduct
on the high seas impossible. . . . These cases receive missing value codes of
–9 for all five measures of compliance” (Morrow and Jo 2006, 99). Discuss
whether these cases should be coded as “missing” or something else.
Answer:
It would seem to confuse cases where the data is really missing with cases
where the coding scheme does not apply.

406. Explain how Chandra and Wilkinson’s (2008) apply Posner’s (2004) principle
of politically relevant ethnic groups in their two measures ECI and EVOTE.
Answer:
Both these measures involve how ethnic group distinctions are politically
mobilized in somemanner other another, i.e., they have beenmade politically
relevant by some actor(s): “At the broadest level, we can imagine the term
ethnicity as encompassing two families of concepts – the structure of ethnic
identities and the practice of ethnic identification. Ethnic structure refers to
the distribution of descent-based attributes – and,therefore,the sets of nominal
identities – that all individuals in a population possess,whether they identify
with them or not. Ethnic practice refers to the act of using one or more
identities embedded in this structure to guide behavior. In other words, it
refers to the set of activated identities that individuals employ in any given
context. The set of activated ethnic identities for any given country is typically
a subset of the identities contained in the ethnic structure” Chandra and
Wilkinson (2008, 523).

407. McAdam and Boudet explore why environmental social movements arise.
Discuss how they use the Possibility Principle to select communities “at risk”
of a an environmental social movement.
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That is, instead of selecting successful movements for study, we chose
to research communities communities "at risk" for mobilization by virtue
of their shared exposure to the "threat" of environmentally risky energy
projects. (McAdam and Boudet 2012, 179)
Because all large, potentially controversial, infrastructure projects are re-
quired to file an EIS, these records provide a population of communities at
risk for mobilization. Thus our cases were drawn from the CSA Illumina’s
Digests of Environmental Impact Statements, which contains all EISs from
the Federal Register. The population of cases was limited to proposals for
new energy infrastructure projects in which a Final EIS was completed
between 2004 and 2007 (N = 49). We chose projects that had completed a
Final EIS in to ensure that thewindow for potential collective actionwould
be closed once the study commenced. After drawing a random sample
of twenty cases, three of them (15% of the sampling frame) were dropped
because it was not feasible to conduct subsequent data collection due to
the difficulty in attaining local newspaper records. The sample was then
supplemented with three California projects for which data had already
been The final sample consists of twenty communities responding to eigh-
teen projects in twelve states regarding proposals for LNG terminals (13
cases), nuclear-related projects (2), a hydroelectric project, a wind farm,
and a cogeneration project to supply electricity to an existing oil refinery.
(McAdam and Boudet 2012, 36).

408. Howell and Pevehouse in their analysis of Congressional impact on decisions
to use military force rely an a dataset of “opportunities to use force” (2007,
see Appendix B). For example, “we identify a wide variety of opportunities to
exercise force abroad. The database inventories the following kinds of crises:
attacks on United States embassies and consulates; instances when United
States ambassadors, consuls, or military personnel are killed; hĳackings that
include human casualties; stateside attacks perpetrated by foreign groups;
civil wars; interstate armed clashes” (p. 248). Discuss the extent to which the
Possibility Principle is used to constitute a “possible use of military force by
the President of the USA.”

409. Fordham (2011) looks at the creation of major powers. Explain how using the
Possibility Principle would significantly change the case selection research
design.
Answer:
He uses all states as potential major powers, clearly there are only a small
number of states that are potential major powers.

410. One case selection issue deals with cases some individuals – in this case states
– are eligible to sign a treaty (dependent variable) while others are not. Only
countries in the region are eligible to sign those treaties. The question is what
do in this situation. Alcañiz includes in her study global treaties and regional
treaties. Here is Alcañiz’s solution (2012, 325): “the dummy variable Regional
that takes the value of 1 if a treaty is open to a restricted menu of members or
0 if it is open to all countries. it is important to highlight that the universe of
countries for regional treaties is restricted to eligible members. Valid subjects
for the Tlatelolco treaty, for example, will include only countries of Latin
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America to which the treaty was open to signature.” Is this the best or correct
solution?
Answer:
The dummy variable is not correct. For example, all survival models assume
that 0 < P(Y � 1) < 1. Notice that the probability is assumed to be greater
than zero, however, we know that the probability that European countries
will sign a Latin American treaty is zero.
The simple solution is just to remove the observations of countries not eligible
to sign a treaty.

411. While the Possibility Principle is most often used to choose cases, it can
also be used to create measures and variables. Describe how Mansfield and
Pevehouse use the Possibility Principle in their study of the impact of IGOs
on democratization. What role is the Possibility Principle playing in indicator
or variable construction?

Our argument centers on the demand for IO membership by democra-
tizing countries. We have implicitly assumed that the supply of IOs is
constant across countries. However, not all countries are eligible to join
every IO. Consequently, we reestimate the three original models after
adding a variable measuring the number of possible organizations that
state i could enter in year t: This variable is the ratio of the number of
IOs that state i participates in to the number of IOs it could participate
in, where we assume that this state has the opportunity to join every uni-
versal organization (e.g., the United Nations) and every organization in
its geographical region (Manseld and Pevehouse 2006, 154). In no case is
this new variable statistically significant, nor does including it alter the
coefficients of the other variables in the model. (Mansfield and Pevehouse
2008, 279).

Answer:
They assume that every country can joint every universal IGO, similarly they
assume that every country in a region can join a regional organization. In
practice they may not really be true. For example, can Israel join the Arab
League?
The role of the Possibility Principle is to standardize the IGO variable. So
instead of the raw number of organization that a country is a member of, it is
the number ofmemberships divided by the number of possiblememberships.

412. One potentially interesting new variant on the Possibility Principle uses nega-
tive cases on the dependent variable to defining negative cases. If the dependent
variable is defined using the necessary condition structure then one can covert
the AND to OR as per the Possibility Principle. Then take as negative cases all
cases with at least one necessary condition present on the dependent variable.
Discuss this idea. (Thanks to Sverre Bodung for suggesting this idea.)

413. Just before he died David Freedman wrote a critique of Possibility Principle
(Freedman 2009). Freedman discusses the Rule of Inclusion in terms of a
bivariate, 2× 2 table. He states that the Rule of Inclusion is bad practice
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because it leads to including no cases in the (X1 � 0,Y � 0) cell. The Rule of
Exclusion is typically a bivariate case selection rule, but the Rule of Inclusion
is a multivariate principle. Show, using the Skocpol data, how when one has
multiple independent variables (i.e., 2 or more) that in general there will be
cases of (X1 � 0,Y � 0) and (X2 � 0,Y � 0). Explain which cases one will in
fact not be included.
Answer:
Using the Rule of Inclusion in the multivariate setting will almost always
give cases in the (X1 � 0,Y � 0) and (X2 � 0,Y � 0) cells. This occurs
because cases of, say, (X1 � 1,Y � 0) will sometimes have value 0 for X2. In
short, following the Rule of Inclusion one typically has cases of (X1 � 1,X2 �

0,Y � 0) and (X1 � 0,X2 � 1,Y � 0). What one does not have are cases of
(X1 � 0,X2 � 0,Y � 0). You can see this by looking at the universe of all cases
used to test Skocpol’s theory which clearly do have cases of (X1 � 0,Y � 0)
and (X2 � 0,Y � 0).

414. Kroenig has as his main hypothesis “Hypothesis 1: Themore powerful a state
is relative to a potential nuclear recipient state, the less likely it will be to
provide sensitive nuclear assistance to that state” (2009, 116). He uses an “all
cases” research design to test this: “Potential nuclear recipients are all nonnu-
clear weapon states in the international system” (p. 177). Using the Possibility
Principle discuss how this research design decision will include many cases
which support his hypothesis, butwhichmight be consider irrelevant for such
a test.
Answer:
Very small and poor countries might be considered as irrelevant for this test.
Since the main hypothesis is about relative power, these cases combined with
nuclear suppliers (i.e., powerful countries) will be cases in support of his
hypothesis, e.g., France-Fĳi.

415. What constitutes “potential mediators” in the study of international conflict
mediation, e.g., Frazier 2006?

416. Describe how the Possibility Principle is used in a number of studies that test
the influence of rules of war, such as Morrow (2007), Valentino et al. (2006),
Downes (2006).
Answer:
Only cases where the state had the capability to violate the rules of war are
used. For example, Downes (see the Appendix of his article) only includes
states that had the capability to target civilians of the adversary during the
war.

417. Collier and Sambanis’s (2005) Understanding civil war: evidence and analysis
chose negative cases based on “high risk.” What is definition of high risk?
Could you choose cases in gray zone on the dependent variable (they use a
dichotomous dependent variable)?
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418. Describe the concept structure used to construct politically relevant dyads as
a population in conflict research. Once you understand the structure could
you easily expand the definition of politically relevant dyads?
Answer:
The family resemblance structure is used because it uses a rule of the general
form “If any of the criteria is met then include the observation.” In this case
the list is (1) major power status or (2) contiguity. You could just extend the
list. For example, Quackenbush (2006) adds alliances to the list.

419. There exists a large literature on diversionarywar (see Levy 1989 for a survey).
Discuss how the Possibility Principle is used or not to (or should be and is
not) to decide on the population of cases to analyze. Notice that some use the
concept “opportunities” to use force as the unit of analysis (e.g., Meernik 1994,
2000). See Foster (2006) for an explicit look at “opportunities” as a function of
major power status. See also the question regarding Andy Bennett’s decisions
about opportunities to intervene in his analysis of USSR behavior. Also,
contrast the case selection in Ostrom and Job (1986) with that of Meernik
(1994) andmake the analogy to the politically relevant versus all dyad debate.
SeeMitchell and Prins (2004) for another way to think about opportunities for
diversion.
Answer:
Foster wants to explore the impact of major power status on diversionary use
of force. It is hard to find it but a footnote in table 1 indicates he usedpolitically
relevant dyads. Hence, he is using the same variable to choose populations
as he is looking at in the main statistical analysis.
Ostrom and Job base their analyses on time periods, i.e., quarterly data setup.
Underlying this is the view that the US always has an opportunity to use
force. They propose and Meernik follows up on the idea that a dataset on
opportunities to use force would be a better research design. Notice that the
impact of domestic politics (the key finding in Ostrom and Job) disappears in
the Meernik study.

420. The problem of relevant case selection arises in the literature on the interven-
tion of third parties in ongoing conflicts. If it is unlikely that minor powers
get involved in conflicts in distant regions it is probably even less likely that
they intervene in a partisan fashion in ongoing international or civil war. The
Possibility Principle eliminates cases from the population under (statistical)
analysis. An alternative approach is to model-in a separate equation-those
states that are likely to intervene at all and then look at issues of which side.
One way to think about this is “mixture cure” models:

Thus we estimate, instead of standard survival models, “mixture cure”
models (e.g., Sposto 2002; see theonline appendix at http://journalofpolitics.
org/ for technical details andadditional references). Thesemodels contain
an additional binary regression component tomodel the probability of the
event occurring eventually and to correct the hazard/durationmodel por-
tion. Estimating themixture curemodel with competing risks confers two
major advantages: (1) We avoid having to address the above-mentioned
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problematic assumption of standard survival models by first defining,
then analyzing only “relevant” states. This approach would invariably
have resulted in exclusion of cases of intervention by “nonrelevant” states.
(2) We are able to ascertain simultaneously what factors affect the prob-
ability of intervention, the hazard/timing of the intervention (given the
decision to intervene), and the side on which the intervention occurs.
(Findley and Teo 2006, 833)

Note that this is similar in spirit to the zero-inflated Poisson models (Chin
and Quddus 2003) which attempt to separately model the zero occurrences
from the nonzero ones. Discuss these statistical alternatives which separately
model the “irrelevant” cases.
Answer:
A key thing to keep in mind in the application of the mixture cure model is
any given variablewhich appears in both equationsmust considered carefully
since the “total” impact is the combination of the two. This may be hard to
disentangle because in the variable only influences the hazard rate in the
selection equation.
Notice that the Findley and Teo argument also implicitly refers to the problem
in the conflict literaturewhere using politically relevant dyads as a population
selection device (as opposed to a zero-case selection device) excludes the
“impossible happens” cases.
It is important to realize that these statistical approaches as well as the Possi-
bility Principle apply a theoretical or empirical model. One needs to consider
which model is better. When the impossible happens is clearly error in the
Possibility Principle model. However, it may be the case that zero-case model
in the mixture cure performs poorly in modeling the hazard rate.

421. King and Zeng (2007) have presented a large-N argument about counterfactu-
als. Basically the article deals with the perils of extrapolation and a technique
for deciding when a counterfactual is an extrapolation outside the data. Ba-
sically, counterfactuals within the data are more reliable than extrapolations
outside it: a bit of conventional wisdom. One conclusion from this method-
ology is that one should collect more data to increase the region covered by
the data; a conclusion not too surprising from a statistical point of view. Use
the Possibility Principle cube to think about these issues.
(1) It is quite possible for counterfactuals within the boundaries of the data to
be quite distant from actual data points. Illustrate this in the cube.
(2) Use the cube to show how counterfactuals outside the data might be closer
to actual data points than points in the data cube.
(3) Use the democracy andwar literature to illustrate how interpolationmight
be more problematic than extrapolation.
(4) Applying the Possibility Principle principle usually means reducing the
size of the sample space, while King and Zeng implicitly argue for increasing
it. However, both argue that causal or counterfactuals are best made with
contrasting cases that are “close” to each other. Discuss.
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Answer:
For (1) and (2) put points at the corners, and a few outside the corners and
leave the middle of the cube empty.
The democratic peace literature is paralleled by a small “autocratic” peace
literature. But there is a fair amount of evidence that hybrid or transitional
regimes are more war prone. Hence interpolation of causal effects may not
work in this case. Also, extrapolation to higher quality democracy is probably
going to be more valid than interpolation to gray zone democracies.
For (4) the key issue hidden by the King and Zeng article is that one wants
to make contrasts with cases that are nearby. Data in the convex hull may be
more distant thandata outside it. The Possibility Principle says that increasing
the convex hull may be counter-productive if the contrasting cases are too far
away.

422. The Possibility Principle can play an important role in concept/measure con-
struction when the number of zeros has a large impact on the resulting mea-
sure. Explain how the S measure of dyadic interstate preferences (Signorino
and Ritter 1999) is sensitive to this when using all dyads versus politically
relevant dyads. Why do all the many politically irrelevant cases have an
influence?
Answer:
See Sweeney and Keshk (2005) for an extensive discussion. Basically, all the
politically irrelevant dyads have similar preferences and hence one gets a
huge number of cases with high preference similarity (e.g., the vast majority
of cases have a value near the maximum of 1.00).

423. Sometimes the Possibility Principle is related to truncation on the dependent
variablewhich appears in case selection. For example, the dependent variable
could be US foreign direct investment (Oneal 1994) or terrorist actions (Li
2005; Enders and Sandler 2005). Sometimes the cross-sectional cases are only
those countries with a positive value on the dependent variable, for example,
those that actually got foreign direct investment or had a terrorist act over
the period in study. Explain how the Possibility Principle relates to this kind
of potential selection bias. In practice which would be worse the US foreign
direct investment case or the terrorism case?
Answer:
Implicitly the Possibility Principle is used because countries that, for exam-
ple, did not receive US direct investment are perhaps assumed to be those
where it was in some sense impossible. US legislation forbids investment in
some countries, e.g., Cuba. Of course, there might be cases where there is
no economic value in such investments but those cases one would want to
include. (Note that FDI raw data often have positive and negative values for
inflows and outflows. Some authors take the log which then typically means
throwing out all the negative and zero cases.)
The issue is probably less severe in the literature on terrorism. As a matter of
history (or historical accident if you prefer) there have been terrorist incidents
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in almost all countries of any size (e.g., about 120 according to Li 2005). Thus
the exclusion of countries who have not had a terrorist incident is not likely to
have much practical effect. However, if it were the case that only 60 countries
had had terrorist incidents then this issue would become important. Some
authors include all cases and then try model the zero cases separately with
techniques like zero-inflated Poisson (Chin and Quddus 2003).

424. The Possibility Principle can be used in indicator construction as well. A
major issue in the political and economic analysis of countries is their degree
of ethnic fractionalization. A large literature in economics (e.g., starting with
Easterly and Levine 1997) deals with its impact on economic growth. Clearly
ethnic variables have played a large role in the analysis of civil wars and
genocide. How might the Possibility Principle be used to think about which
ethnic groups to include in an index of ethnic fractionalization inways similar
to the way politically relevant dyads are used to study international conflict?
Answer:
Posner (2004) develops a measure of ethnic fractionalization-what he calls
Politically Relevant EthnicGroups (PREG)-based on the logic of the Possibility
Principle and politically relevant dyads:

The crux of the problem is that the Atlas data from which the ELF index
was calculated enumerates dozens of groups in each country that may be
culturally or linguistically distinct from their neighbors but that are irrel-
evant as independent political actors. . . . Let me be clear: my assertion is
not that the many ethnic groups included in the Atlas (and, often, in the
newer measures) are unimportant per se. Rather, my claim is that these
groups are unimportant for the explicitly political mechanism that the
researchers are trying to test. To capture the contribution that a country’s
ethnic heterogeneity makes to its policymaking process requires an index
of fractionalization that reflects the groups that are actually doing the com-
peting over policy, not the ones that an ethnographer happens to identify
as representing distinct cultural units. (Posner 2004, 853)

425. The Possibility Principle is closely related to scope conditions. The welfare
state literature only looks at wealthy countries. Much of the literature on
well-being focuses on poor or destitute countries (Dasgupta 1990). When
Dasgupta examines the relative destitution of countries he excludes the well
off ones. He uses the Borda Rule (Dasgupta and Weale 1992) to aggregate
a variety of indicators of well-being, such as infant mortality, literacy, per
capita income civil and political rights. The Borda Rule ranks countries on
each dimension then sums the ranks (see Fine and Fine 1974 for an extensive
and technical discussion of its formal properties). Explain why this concept
of human destitution or well-being is sensitive to the exclusion of wealthy
countries. For example, the comparison of India and China will significantly
be affected by the inclusion or exclusion of nonpoor countries.
Answer:
As Dasgupta and Weale note, the Borda Rule is sensitive to the population
chosen because the distance between a pair of countries depends on the pop-
ulation. In particular, if an alternative population puts countries in between
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a given pair their overall rankings (and hence the comparison between the
two) can change. Particularly with regarding to civil and political rights the
inclusion of wealthy countries can change the comparison because these are
scattered throughout the ranking.

426. Fox and Lawless (2004, 2005) study the phenomenon of “nascent political
ambition” in American politics. They need to gather data on those who
“might” run for office. Explain how they use the Possibility Principle in
designing their large-N survey (see Maetas et al. 2006 for another approach).
Answer:
To form their population for sampling they look at the professions of people
who have already run for office or already hold office. In accordance with the Pos-
sibility Principle they use those that have run or hold office to determine the
population of those who might run for office: “Despite the theoretical im-
portance of studying nascent political ambition, a number of methodological
and sample design issues make conducting an empirical investigation quite
difficult. The complexity of assembling a national sample of potential candi-
dates, alone, explains why most research on political ambition and candidate
emergence focuses on declared candidates and office holders. In an attempt
to overcome these difficulties, we developed the “eligibility pool approach,”
which we carried out in the Citizen Political Ambition Study. We drew a na-
tional sample of 6,800 individuals from the professions and backgrounds that
tend to yield the highest proportion of political candidacies: law, business,
education, and political/community activism.” (Fox and Lawless 2005, 647)
Note also that the other approach to sampling in this area the “reputational
approach” starts by starting with office-holders (i.e., people who have been
candidates AND successful) as a place to get names of “prospective” or “vi-
able” candidates (e.g., Stone and Maisel 2003).

427. Many theories of coalitiongovernment formation relyon formalmodelswhere
a key variable is the bargaining power of the potential coalition partners.
Ansolabehere et al. (2005) describe a method for calculating “voting weights”
based on a calculation of all possible minimal winning coalitions (p. 555; see
alsoWarwick andDruckman 2006). Explain howyou could use the Possibility
Principle to improve this method of calculating weights? (See Waters 1998
for a philosophical discussion and example-using the analogy with copper
as used in the book-of how one would think about the about the minimum
winning coalition problem)
Answer:
“All possible minimal winning coalitions” includes many coalitions that are
very unlikely to happen (e.g., between extreme left and right parties). It
would be better to include only those minimal winning coalitions with any
real likelihood of forming. Notice that doing so would require using theory
and data about what kinds of coalitions actually do form (i.e., a theory of
the positive outcome). For example, Warwick and Druckman mention this
common critique: “A common critique leveled against measures such as these
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[of bargaining power] is that they assume that all coalitions are equally likely
to occur.” (Warwick and Druckman 2006, 645).

428. Explain the two variables in Singh and Way’s quantitative analysis of nuclear
proliferation (2004) that could be used with the Possibility Principle. What in
their discussion and empirical results would support such a view? Note that
the IAEA has category of “nuclear latent states”; does this concept invoke the
Possibility Principle?
Answer:
They clearly argue that technological/industrial capacity is a necessary condi-
tion for nuclear weapons acquisition: “there are numerous examples of states
that have had the technical capacity to build nuclear arms for several decades
but have never attempted to do so. However, we argue that it is an important
starting point because no nation can build nuclear weapons without attaining
a minimal economic/technological capacity” (p. 862)
“Every country to acquirenuclearweapons,with the exceptionofPakistan,was
above the threshold embodied in the [industrial capability] index.” (p. 875
footnote 30)
They also note empirically that the existence of a rivalry is basically a necessary
condition: “This is not surprising when one recalls that of the countries to
acquire nuclear weapons, all but two (South Africa and France) are coded as
participating in an enduring rivalry at the time of acquisition. By alternate but
defensible coding rules, one couldmake the case that both of these exceptions
were involved in enduring rivalries.” (p. 875)
Also, the empirical results show that the industrial variable and the enduring
rivalry variable have extremely large effects, with rivalry having from a 380%
to 740% impact and industrial capacity 560% to 2,340% effect. No other
variables are even close to this.

429. In the large-N study of US foreign aid – or foreign aid in general – one
must choose a population of cases. This involves deciding whether to use all
countries or some subset that “might” receive foreign aid. What might be a
criterion to exclude a set of countries that almost never get foreign aid (e.g.,
Lai 2003; see also Kosack and Tobin 2006 who contrast development aid with
foreign direct investment in a world-wide sample). See also Carey (2007) for
another approach to choosing cases based on who already receives aid.
The same question can be asked in studies of U.S. arms exports. Examine
Blanton (2005). Are developed countries excluded? Should they be included
or excluded? What effect might that have on the results? Where can you see
the logic of the Possibility Principle in her argument?
Answer:
OECD countries almost never receive foreign aid. More generally, aid is
not given to rich countries. One does not give foreign aid to Sweden and
Switzerland.
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In Blanton all developed countries are excluded. So this means including
Saudi Arabia but excluding Israel. Arms transfer certainly do occur to de-
veloped countries so it is not completely clear (other than the convention of
excluding them in these studies) why they should be excluded. The section
“A two-stage model” clearly uses the logic of the Possibility Principle. This
also illustrates the close connection of the Possibility Principle to Heckman
selection models.

430. In the large-N quantitative conflict literature some researchers prefer to use
directed dyads instead of the more common undirected dyad approach. The
non-directed dyad only includes one case per dyad-year, e.g., US-USSR. The
directed dyad includes two, US-USSR and USSR-US. One advantage of the
directed dyad is that it allows you to look at dispute/war initiation. For
example, Bennett and Stam (2004) argue that “Given that we want to study
initiations, the correct population to employ includes cases where there could
have been MID initiation.” (p. 55). One problem they then have is what to do
in with directed dyad BA when A has already initiated a dispute against B.
Discuss whether it is “possible” then for B to initiate a dispute with A (in the
same year) and thus whether one should keep (or not) the BA directed dyad
in the population.
Answer:
It turns out that there are about 150 cases where two countries have multiple
disputes within the same year (Goertz, Jones and Diehl 2005). Bennett and
Stam argue (p. 55–56) that one should exclude the BA directed dyad when a
AB dispute exists. However, if there does happen to be a BA MID they do
include it in the analysis. Notice that this is the opposite of the way politically
relevant dyads work, since the impossible-but-happens cases are excluded.

431. Use Licklider’s findings (1995, table 3, p. 687) in conjunction with Harff
(2003) to think about case selection in the analysis of civil wars and geno-
cide/politicide.
Answer:
Negotiated settlement is sufficient condition for no genocide. Military victory
is necessary condition for genocide.

432. In the geometric representation of the Possibility Principle Mahoney and
Goertz used a cut-off of .50. We think that in practice, qualitative researchers
will tend to chose much high cutoffs. Discuss whether you think this is true.
Can you think of relevant examples? If it is truewhydoqualitative researchers
do this?

433. Some researchers believe that one should look at “revolutionary situations”
instead of revolutions:

[W]e can clear a good deal of conceptual ground bymeans of a simple dis-
tinction between revolutionary situations and revolutionary outcomes. Most
significant disagreement about the proper definition of revolution falls
somewhere along these two dimensions. (Tilly 1978, cited inWalton 1984,
11; see figure in Tilly 1978)
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Explain how the idea of a revolutionary situation relates to the Possibility
Principle.
Answer:
The quotation from Tilly suggests that one might use the concept of “revolu-
tionary situation” to define caseswhere the outcome of (successful) revolution
is possible. Hence, in a study of revolutionary outcomes, appropriate negative
cases might be revolutionary situations that did not culminate in revolution-
ary outcomes.
See Stinchcombe for a related point: “Rather than explaining the occurrence
of revolution, a sociological theory ought to try to explain the occurrence of
a ‘revolutionary situation.’ Whether or not a change in the ruling powers of
a society takes place by means of violence depends both on the predisposing
characteristics of the social structure and on concrete military and political
situations at given historical times” (1965, 169).

434. The cube in Figure 2 (Mahoney and Goertz 2004) presents three zones with
disconfirming cases. But in qualitative research the zone near the right-back-
bottom (1,1,0) corner is often the most important one for falsifying theories.
Why?
Answer:
Necessary condition hypotheses are disconfirmed by cases where the out-
come takes place (located in the top half of the cube). Sufficient condition
hypotheses are disconfirmed by cases where the outcome does not happen
(located in the bottom half of the cube).
In qualitative research, analysts are often quite familiar with many or all
positive cases. As a result, they may be less likely to build theories that
are obviously disconfirmed by positive cases. By contrast, they may be less
knowledgeable about nonpositive cases, such that these cases may be more
likely to disconfirm their theories. The right-back-bottom (1,1,0) corner is
where all of these disconfirming nonpositive cases will be located.

435. Explain how Andy Bennett in his Condemned to repetition? The rise, fall, and
reprise of Soviet-Russian military interventionism, 1973–1996, (1999, chapter 1)
faced the Raven Paradox problem and how he implicitly used the Possibility
Principle to solve it.
Answer:
Bennett’s outcome is Soviet/Russian intervention, and he must decide which
nonpositive cases are relevant for theory testing. He uses the Rule of Inclusion
to inform this choice. Bennett (1999) uses this logic when selecting cases to
test a theory of the causes of Soviet and Russian military intervention. He
identifies five factors that provide “opportunities” for intervention, such as
the presence of a pro-Soviet/Russian faction or a low level of U.S. threat. He
then considers as relevant only those countries or territories where one or
more of these factors provided the opportunity for intervention; he does not
consider the vastmajority of countries or territories, because Soviet or Russian
intervention was simply not possible in these cases.
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436. Explain how the the Possibility Principle is crucial to the large-N study of war.
For example, Vasquez in his ISA presidential address: “Of course, many such
dyads do not go towar simply because they do not have any conflict with each
other or the opportunity to engage in militarized confrontation. Therefore,
the analysis will be confined to only dyads that actually engage in the threat
or use of force, what has been called involvement in a militarized interstate
dispute (MID)” (Vasquez 2004, 2).
Answer:
The militarized dispute dataset (Jones et al. 1996) was originally developed
so that scholars would be able to study a set of cases where war was possible.
The Singer and Small war data set existed but there was no set of negative
cases to compare it against. Hence, the militarized dispute data set helped
scholars identify appropriate negative cases.

437. Read Barbara Harff’s (2003) article on genocide. Explain how she (informally)
uses the Possibility Principle to select her cases. Does she primarily use the
Rule of Inclusion or the Rule of Exclusion to eliminate irrelevant cases? See
also later work using the same basic ideas, e.g.:

We follow Harff (2003) and Colaresi & Carey (2008) in restricting the sam-
ple to country-years experiencing political upheaval since almost all mass
killings occur during or immediately after episodes of political upheaval.
Like Colaresi & Carey (2008), we only include country-years with ongo-
ing state failure, defined as revolutionary wars, ethnic civil wars, adverse
regime transitions, or genocides or politicides, as coded in the Political
Instability Task Force (PITF) data (Marshall, Gurr & Harff, 2013). To en-
sure that our estimation results are not simply an artifact of this decision,
we also examine the full sample including all country-years during the
sample period for those countries for which data exist (19552010). Results
remain similar. ((Hong and Kim 2019, 535)

Answer:
Harff uses the rule of exclusion to remove cases where genocide is impossible.
In particular, she excludes all cases that lack a causal factor (political upheaval)
that is almost always necessary for genocide.
Harff (2003) notes that almost all genocides (i.e., 36 out of 37) occur during
or immediately after political upheavals. Accordingly, she excludes cases like
France and Canada that lack political upheaval when testing her theory of
genocide. These politically stable cases have such a low probability of expe-
riencing genocide that their inclusion would distort inferences about other
cases where the outcome of interest is possible. For example, one may have
a theory of genocide that highlights ethnic divisions as a key independent
variable. Under the Rule of Inclusion, contemporary Canada could therefore
be considered a relevant case. However, under Harff’s (2003) exclusion crite-
rion, Canada is irrelevant because its value on the political upheaval variable
eliminates it from the analysis.

438. The quantitative conflict literature uses “politically relevant dyads” to apply
the Possibility Principle to select cases. Mahoney and Goertz suggest that
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the total population is the union of negative cases (selected with Possibility
Principle) and the positive cases. However, the conflict literature uses a
different procedure to determine the total population of cases. What is that
procedure? How does that influence what the researcher does when the
“impossible happens?”
Answer:
The quantitative literature on politically relevant dyads adopts the following
procedure: (1) use the Possibility Principle to distinguish relevant and irrel-
evant cases, (2) treat the relevant cases as the whole population of interest,
and (3) select the positive cases as a subset of this population. As a result of
this procedure, a mistake in step one can cause positive cases to be coded as
irrelevant, such that the impossible happens.

439. Does the state failure (http://www.cidcm.umd.edu/inscr/stfail/) project use
the Possibility Principle to select cases? If so, how? If not, should it use that
principle?
Answer:
The project does not exclude cases where state failure is impossible, and thus
the project does not employ the Possibility Principle. The project might reach
different results if the Possibility Principle were applied. For example, the
application of this principle might lead to the exclusion of many or most of
the advanced industrial democracies. In turn, with the new population of
relevant cases, different results could emerge.

440. What would be the set of appropriate negative cases for the following Boolean
theory?

Y � A + B + C + D (2)

Does this contradict the Possibility Principle? Why does this example not fit
the general kind of problem that typifies case selection in small-N studies?
Hint: Which combinations of A, B, C, and D predict that Y does not occur?
(Thanks to Charles Ragin for this exercise.)
Answer:
This is a question dealing with the logic of the Possibility Principle. The
problem here is that if we followed the Possibility Principle for selecting
negative cases, wewould not have any negative cases at all since the Possibility
Principle excludes all cases whereA–D are absent (i.e., not-A AND not-B AND
not-C AND not-D, this is a hint in the question). But this is exactly the set of
cases we need to test the Boolean theory Y � A + B + C + D. This situation
arises because A–D are individually sufficient for Y. However, models like
Y � A+B+C+D are extremely rare in the qualitative-comparative literature.

441. Skocpol considers the Cuban Revolution (1959) to be irrelevant for directly
testing her theory. Do you think she excludes this case using the Possibility
Principle or scope conditions? Why?
Answer:
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Skocpol must be using scope conditions – not the Possibility Principle – to
exclude the Cuban Revolution, given that the Possibility Principle excludes
only cases where the outcome of interest is absent.

442. Explain how the cube (Mahoney and Goertz 2004) provides a visual sum-
mary of disconfirming observations for necessary and/or sufficient condition
hypothesis.
Answer:
With a necessary condition hypothesis, theory disconfirmation occurs when
the necessary condition is absent, but the outcome of interest is present. Thus,
disconfirming cases are located in the top portion of the cube where only one
necessary condition is present (i.e., the (1,0,1) and (0,1,1) corners).
With a sufficient condition hypothesis, theory disconfirmation occurs when
the sufficient condition is present, but the outcome of interest is absent. Thus,
disconfirming cases are located in the bottom portion of the cube where the
two jointly sufficient causes are present (i.e., the (1,1,0) corner).

443. Seawright (2002; see Clarke 2002 and Braumoeller and Goertz 2002 for re-
sponses) argues that one shoulduse “all cases” for testinghypotheses concern-
ing necessary or sufficient conditions. Explain how the Possibility Principle
and the Raven paradox enter into this debate.
Answer:
Much of the debate centers around the issue of which nonpositive cases are
relevant for theory testing. Seawright suggests that all cases in an “appro-
priately defined universe” are relevant to testing a proposition about causal
sufficiency, even negative cases that lack the hypothesized sufficient cause. He
shows that the inclusion of all cases can substantially enhance statistical sig-
nificance by increasing the number of confirming observations. By contrast,
Clarke argues that including all cases will lead one to confirm a proposition
through irrelevant observations, in much the same way that “most ravens
are white” might be confirmed by observing yellow pencils and blue books.
Braumoeller and Goertz’s argument likewise suggests that, when testing a
hypothesis about a sufficient cause, cases that lack both the cause and the
outcome are irrelevant, since the hypothesis does not imply anything about
the number or proportion of these cases that should be present.

444. Find the parameter that can change dramatically depending on whether one
applies the Possibility Principle or not in King and Zeng’s (King and Zeng
2001a) discussion of statistical estimation in rare events data. For a similar
problem see also King and Zeng (2001b).
Answer:
“Prior correction requires knowledge of the fraction of ones in the population,
τ. Fortunately, τ is straightforward to determine in international conflict data
since the number of conflicts is the subject of the study and the denominator,
the population of countries or dyads, is easy to count even if not entirely in
the analysis.” (King and Zeng 2001a, 144).
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In King and Zeng (2001b) one should note similarly that relative risk involves
calculations using baseline probabilities (Pr(Y � 0) or Pr(Y � 1)) so that
Pr(Y � 1)will be much lower with all dyad design.

445. Thewelfare state literature typically excludes less-developed countries. Is this
because of scope conditions or the Possibility Principle? If it is the Possibility
Principle, is it the Rule of Inclusion or Rule of Exclusion?
Answer:
To avoid these problems, many analysts of welfare states include only OECD
countries (see Pierson 2000; Amenta 2003 for recent reviews). Typically, they
justify the exclusion of poorer countries through the use of scope conditions.
However, they exclude only negative cases, and so they are really employing
the Possibility Principle, not scope conditions. In particular, they use the
Rule of Exclusion to eliminate countries that possess a condition sufficient
for the absence of welfare state development-namely, poverty. Indeed, the
finding that economic wealth is related to welfare state development among
all countries but not among rich countries is what we would expect if all cases
are homogeneous (i.e., if scope conditions do not apply).

446. Fuzzy-set analysis is often problematic when there are many observations
near the origin (i.e., observations whose values on all variables approach
zero). When observations are near the origin it is extremely easy for them
to pass tests of sufficiency since X is likely to be less than Y. How does the
Possibility Principle aid fuzzy-set methodology by dealing with these cases?
Answer:
This geometric interpretation of the Possibility Principle offers a solution to
an important problem that arises in fuzzy-set analysis. The problem involves
what to dowith cases that are near the origin (i.e., cases near the (0,0,0) corner).
As Ragin notes (2000, 250–51), when testing whether variables are causally
sufficient for an outcome, observations with a zero for all the independent
variables will always satisfy causal sufficiency and thus artificially inflate the
number of cases where the theory works (this dilemma is the Raven Paradox).
See also the exchange between Osherson and Smith (1981) and Zadeh (1982).
The former is a classic in the cognitive psychology literature on categorization
and Zadeh is the inventor of fuzzy-set logic.

447. Do Foran (1997) or Goodwin (2001) apply the Possibility Principle in their
studies of (social) revolution?
Answer:
Foran’s (1997) Boolean analysis of social revolution selects as negative cases
only state-periods that have a positive value on at least one of his five major
independent variables. Goodwin (2001) likewise selects as negative cases only
state-periods where at least one key independent variable is present.
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Two-way tables

448. One of the things that one should always ask when confronted with a 2×2
table is whether the row factor is more important than the column factor.
Stewart’s analysis of rebel governance is presented in figure 12. Which is the
most important factor, row or column?

Figure 12: Intensiveness and extensiveness of rebel governance: which is more
important?

when rebels provide more intensive and more extensive governance,
they face a higher risk of incurring political or reputational costs
because they introduce potentially unpopular programs, while also
possibly inflaming the free rider problem and expanding maintenance
costs (strategy 3).

Importantly, each strategic choice builds upon and is not exclusive to
the numerically previous strategy. For instance, if a rebel group pursued
a less intensive and more extensive governance strategy and provided
basic services to members of the population broadly (strategy 2), the
rebel group could also provide some high-quality institutions just for
members of the rebel organization (strategy 1). Likewise, if rebel organ-
izations introduce more intensive institutions to an extensive cut of the
population (strategy 3), they almost always also introduce less intensive
institutions to that same population as well (strategy 2), and sometimes
reserve certain high-quality goods and services to members of the rebel
group alone (strategy 1).

Figure 1.1 demonstrates how I conceptualize the burdens and levels
of popularity associated with different types of rebel governance. This
conceptualization of governance more closely reflects the dynamics
associated with Raqqa. The FSA’s governance was less intensive and less
extensive and avoided political and economic costs (strategy 1). By
contrast, both the SDF and the Islamic State undertook more intensive
and more extensive governance and both organizations faced civilian
resistance – if not violence – to their rule in rebel-held territories (strategy
3). In the next section, I present a theory that explains variation in why
these three organizations adopted the governance strategies they did and
identifies variation in the transformativity of rebels’ long-term goals as
the central causal factor for this variation.

MORE EXTENSIVELESS EXTENSIVE

LESS INTENSIVE

Null set

MORE INTENSIVE

Strategy 3: 
Potentially more 

burdensome/costly 

Strategy 2: 
Potentially 
moderately 

burdensome/costly 

Strategy 1: 
Potentially less 

burdensome/costly 

Figure 1.1 Governance strategies.

12 Introduction

Source: Stewart 2021.

Answer: it is the extensiveness factor, the two highest levels in the two-way
table occur when this factor is high which makes it more important than the
column, intensiveness, factor.

449. In some two-way tables the various cells are ordered by how they influence
a particular dependent variable. Weeks (2014) does exactly this in table 12
(discussed as some length in the concept book). The various combinations of
the row and column factors are predicted to have an ordered impact on the
likelihood of a militarized dispute. If this were done as a cube, which would
be my recommendation, what would it look like with the third, vertical, axis
as the likelihood a militarized dispute?

450. Table 13 gives a theory table involving two independent variables. One of the
first questions one needs to ask is whether there is some underlying variable
or the dependent variables in the four cells. In this case, there is a later figure
(figure 1) where the four outcomes are stacked from top to bottom as follows:
(1) strengthening, (2) bolstering, (3) relegation, and (4) weakening. Does that
mean there’s an ordinal relationship between these four dependent variables?
If we code weak military as 1 (robust as 0) and high strategic as 1 (low as 0),
as implied in the later figure, does that suggest a partial ordering?

451. Often two-way tables are best interpreted via Boolean logic. Table 16 below
provides a core summary of the Carnegie and Carson game theoretic model
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Table 12: Two-way tables: varieties of authoritarian regimes andmilitarized dispute
initiation

Authoritarian Regimes and the Domestic Politics of War and Peace

[17]

revise the status quo in its favor, giving rise to disputes in the fi rst place.  10   
In the presence of a dispute, additional factors like secrecy, commitment 
problems, and indivisible issues may then prevent countries from locat-
ing solutions short of war.  11   The following section examines how these 
parameters vary among authoritarian regimes and what this variation 
means for regime type and international confl ict. 

 Audiences, Preferences, and Decisions about War 

 Above, I suggested that in order to explain why some countries are 
more war-prone than others, we must focus on whether the leader is con-
strained by a domestic audience, and the perceptions and preferences that 
audiences and leaders have about the use of military force. Below, I ex-
plain why this approach leads us to focus on two key dimensions: the 
extent to which the regime is “personalist,” and whether the regime is led 
by civilians or by members of the military.  12   Because regimes can have any 
combination of these two characteristics, the two dimensions combine to 
form four ideal types, shown in   table 1.1  .  13   I adopt Slater’s (2003) labels, 
distinguishing among nonpersonalist civilian regimes ( machines ), nonper-
sonalist military regimes (  juntas ), personalist regimes led by civilians 
( bosses ), and personalist regimes led by military offi cers ( strongmen ).  14   

  Domestic Audiences: Personalist versus 
Elite-Constrained Dictators 

 The fi rst issue is what types of authoritarian regimes face a powerful 
domestic audience that can punish or, in the extreme, remove leaders 
who do not represent their interests. Scholars have shown empirically 
that most authoritarian leaders lose power at the hands of regime insid-
ers rather than mass uprisings.  15   Yet dictatorships vary enormously in 
the extent to which regime insiders have the opportunity and incentives 
to oust their leader. 

 At one end of the spectrum are despotic, sultanistic, or, here, “personal-
ist” regimes in which one individual controls instruments of state such as 
the military forces, any ruling party, and the state bureaucracy.  16   Crucial 

  Table 1.1  Typology of authoritarian regimes 

Civilian audience 
or leader

Military audience 
or leader

Nonpersonalist (Elite-constrained leader) Machine Junta
Personalist (Unconstrained leader) Boss Strongman

Source: Weeks 2014.

Table 13: Two-way tables: rising state goals and rising state means

the revolutions of 1989 by undercutting core Soviet alliances—including reuni-
fying Germany within NATO—and helping evict the Soviet Union from
Central-Eastern Europe.16

Second, rising states may employ a strengthening strategy that provides a
declining great power intensive support to sustain the existing distribution of
power. They do so by offering the declining state signiªcant military, diplo-
matic, and economic backing to reduce the costs that a declining state incurs to
maintain its security. These steps require a rising state to commit its own re-
sources and risk confrontation with other states; they thus signal the declining
state’s major importance to the rising state. The U.S. effort to reconstruct and
protect Britain in the late 1940s by extending large-scale economic and security
assistance illustrates this strategy.

A third, comparatively moderate strategy is weakening. With this strategy, a
rising state tries to slowly shift the distribution of power against the declin-
ing state by, for example, engaging it in arms races, targeting its secondary in-
terests (e.g., peripheral colonies), slowing its economic growth, or initiating
diplomatic standoffs. Although unlikely to signiªcantly harm the declining
state immediately, these steps can produce large, cumulative gains for the ris-
ing state while allowing it to avoid incurring large immediate costs. The U.S.
effort to launch a nuclear and conventional arms buildup and to impose sanc-
tions on a declining Soviet Union in the mid-1980s is an example of a weaken-
ing strategy.

Fourth, rising states can pursue a bolstering strategy, judiciously working to

Partnership or Predation? 95

16. Joshua R. Itzkowitz Shifrinson, “Deal or No Deal? The End of the Cold War and the U.S. Offer
to Limit NATO Expansion,” International Security, Vol. 40, No. 4 (Spring 2016), pp. 7–44, doi.org/
10.1162/ISEC_a_00236.

Figure 1. Ideal-Type Strategies of Rising States toward Declining Great Powers
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predictions with the two core independent variables on the row and the
column of the table. Give the Boolean equation that generates the table.
Analyze and the connection between this table and the formal game theoretic
model described in the article. Discuss the cases which are most relevant for
analyzing various parts of the Boolean equation. Discuss the hypotheses the
relationship between the Boolean equations that can generate table 13 and the
implicit linear, additive hypotheses in their hypotheses H1 and H2.

We argue that international organizations constitute a potential solution
to disclosure dilemmas. . . . We claim that an IO can serve this purpose
under two primary conditions. First, an IO must have the capacity to
credibly review, assess, and act on sensitive information, which requires
a reputation for technical expertise and relatively unbiased judgment;
otherwise, it cannot provide added legitimacy to address the intelligence
holder’s credibility problem. Second, it must be designed to receive and
protect sensitive information by limiting its dissemination within the IO
andpreventing unauthorized leaks. . . . These [game theoretic] claims lead
to two testable hypotheses, which are summarized in Table 1 [table 16].
H1: The greater the intelligence reception and protection capabilities of
an IO, the more intelligence an informed state discloses to it about states
it is not friendly with. H2: The greater the intelligence reception and
protection capabilities of an IO, the fewer violations of international law
that occur among states that are not friendly with the informed state.
(Carnegie and Carson 2019, 271–72)

Table 14: IOs and friends in nuclear weapons regimes: Boolean equations versus
linear equations

THE DISCLOSURE DILEMMA 275

FIGURE 2 Equilibria as a Function of Bias b

Without an IO; CM > 1

0 −1 0

CM − 1

vAH = 1;xE(1) = ¬D; e(D) = 1 vAH = 0;xE(1) = D; e(D) = 1

vAH = 1;xE(1) = ¬D; e(D) = 0 vAH = 0;xE(1) = DM ; e(D) = 0

>
b

With an IO; CM = 0

0 −1 0

vAH = 1;xE(1) = ¬D; e(D) = 1 vAH = 0;xE(1) = D; e(D) = 1

vAH = 1;xE(1) = ¬D; e(D) = 0 vAH = 0;xE(1) = DM ; e(D) = 0

>
b

Note: Equilibria are described using the relevant part of players’ strategies. In all equilibria, vA L = 0, xE (0) =
¬D, e(¬D) = 0, and e(D M) = 1.

TABLE 1 Summary of Intelligence-Sharing Decisions

IO Unable to Protect Intel IO Able to Protect Intel

Intel about Friends Rare Disclosures Rare Disclosures
Violations Common Violations Common

Intel about Non-Friends Rare Disclosures Frequent Disclosures
Violations Common Violations Less Common

authority under Article VIII of the 1956 IAEA Statute to
receive intelligence, it was not equipped to protect this
information in practice.19 After 1990, the agency argued
that greater intelligence sharing was necessary for it to
perform its duties (Ogilvie-White 2014, 325–26). It thus
spearheaded reforms with its member states’ agreement,
which included clarification that IAEA staff would sign
nondisclosure agreements, grant limited access to intelli-
gence, implement procedures to address breaches of con-
fidentiality, and secure cyber and physical infrastructure
for sensitive information.20 Moreover, informed states
could provide their information via private briefings with
the director general—whom powerful states ensure they
trust during the selection process—and a select few staff
members. Intelligence material could also be stored in
the director general’s office or other secure areas that are

19“Each member should make available such information as would,
in the judgement of the member, be helpful to the Agency.” Article
VII, The Statute of the IAEA, 1956. On failure to exercise this
authority, see Interview 3, June 20, 2017.

20Interview 4, June 22, 2017; Interview 6, June 20, 2017; Interview
43, February 18, 2017.

accessible only to thoroughly vetted and limited staff.21

The implementation and credibility of these measures
were buoyed by the IAEA’s decades-long experience han-
dling the sensitive data gathered in its routine inspections
from member states.22 The IAEA had also demonstrated
its independence and neutrality in cases like South Africa,
where some intelligence offers were refused to safeguard
its integrity (Brown 2015, 108).

Observable Implications

The IAEA’s reforms represent a shift in a prominent IO’s
ability to receive and protect intelligence—a key quan-
tity of interest in our theoretical framework. We argue
that if an IO cannot adequately protect E ’s sensitive in-
formation, E loses C M and is reluctant to disclose it.23

21Interview 14, February 9, 2017.

22Interview 43, February 18, 2017; Interview 14, February 9, 2017.

23For example, leaks from a United Nations peacekeeping mission
in Somalia that received intelligence led attempts to cut off such

Answer: The Boolean equation which can generate table 16 is: (IO protect)
AND(Intel aboutnon-friends) are individuallynecessary and jointly sufficient
for Frequent disclosures. No additive, linear equation can do this. The only
linear algebra equation which would work is Y= (IO protect)*(Intel about
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non-friends), which notably includes no individual variables involving the
interaction term. This equation is also nonadditive and nonlinear.

452. Two-way tables are extremely common to express theoretical frameworks in
security studies. A core question in the analysis of these tables is the extent
to which the content of each cell is the same dependent variable but at dif-
ferent levels versus four different dependent variables. If it is four different
dependent variables the causal analysis becomes very complicated, particu-
larly regarding negative cases for these four different dependent variables.
Often, however, one can argue there is one underlying dependent variable
and each cell is a different level on the dependent variable. Can one make
this argument in Ward’s (2017) analysis of the behavior of major powers: is
there one underlying dependent variable in table 15 and can you rank the
cells ordinally on this underlying variable?

Table 15: Two-way tables and the dependent variable: status quo norms, distribu-
tion and revisionism

ways that seem intended to participate in the management or governance
of the status quo order, at least tacitly signals that the status quo is
valuable and the privileged position of its defenders is valid. This message
is inconsistent with the demand for delegitimation that is associated with
normative dissatisfaction.

Revisionist Foreign Policy Combinations

The two dimensions of dissatisfaction combine to form four ideal-typical
orientations toward the status quo (depicted in Table 1.1). These can be
understood more concretely as policy combinations. States in the real
world will never fit cleanly into any ideal-typical category – ideal types
exist only in the form of theories and ideas. But states do pursue policy
combinations that resemble (more or less closely) one orientation or
another; and it is possible to identify shifts from a mix of policies that
resembles one orientation toward a mix that more closely resembles
another. In other words, this framework is particularly useful for char-
acterizing changes in the orientation of a state’s foreign policy.

The first orientation is satisfaction with both the distribution of
resources in a system and the status quo norms, rules, and institutions.
This combination is not revisionist at all; it instead consists of a mix of
policies committed to defending the distribution of power and other
resources, and upholding the legitimacy of the status quo’s normative
framework. This approximates Great Britain’s orientation toward the
status quo during the decades before World War I.

Table 1.1 Ideal-Typical Policy Combinations

Accept Status Quo Norms,
Rules, and Institutions

Reject Status Quo Norms,
Rules, and Institutions

Defend (or Decline to
Challenge) Distribution
of Resources

Satisfied Normative Revisionist

Examples (Pre–World War I Great
Britain)

(Tokugawa Japan; early Soviet
Union)

Challenge Distribution of
Resources

Distributive Revisionist Radical Revisionist

Examples (Prussia/Germany under
Bismarck; post-Meiji Japan;
Germany under Stresemann)

(Revolutionary France; pre–
World War I Germany; post-
1933 Japan; Nazi Germany)

18 Revisionism, Order, and Rising Powers

Source: Ward 2017.

Answer: It seems like the underlying dependent variable is “level of revi-
sionism.” The ordinal levels are (1) satisfied, (2) normative revisionist, (3)
distributive revisionist, (4) radical revisionist. As is often the case the ranking
between (2) and (3) is perhaps not obvious, a look at the cases in these cells
might help decide.

453. Key in constructing and evaluating two-way tables is giving the predicted
level of the dependent variable for each cell. What would be the level of the
dependent variable Y each cell given in an ordinal fashion from one to four.
Can one conclude that the row or column variable is more important and if
so why? Could you write a linear equation model that would fit this table’s
theory (i.e., generate the four Y values in the cells)?
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The more certain threats become, the harder it is to resist acting to stop
their emergence. A growing belief that a rising power harbors malign
intentions accounts for the change away from cooperation to more com-
petitive strategies. . . . Back to table 1.1, when an existing power prefers
short-term cooperation and a rising power avoids provocation, then co-
operation between an existing and a rising power becomes likely. As I
argued above, I expect this particular configuration of time horizons to be
relatively common. (Edelstein 2017, 25–27)
CHAPTER 1

28

cooperation benefits both sides, but especially the rising power over the long 
term.

Fi nally, when a rising power has a short- term focus and the declining 
power has a long- term focus, then the likelihood of preventive war increases. 
As opposed to hegemonic wars that begin with a rising power asserting it-
self, preventive wars are initiated by a declining power seeking to prevent 
its relative descent to a secondary status.75 If a declining power is concerned 
about the long term and a rising power acts in provocative ways intended to 
produce short- term benefits, then the declining power becomes concerned 
about the rising power’s long- term intentions and is tempted to launch a 
preventive war.

The significance of this argument lies in part in its skepticism about the 
impact of the shadow of the  future on cooperation. Conventional liberal 
arguments claim that the shadow of the  future— the promise of  future 
cooperation— incentivizes states to cooperate in the short term.76  Here I con-
tend that the more leaders of existing powers focus on the long term, the 
less inclined they are to cooperate as they grow increasingly worried about 
the threat they may face. When existing powers examine the long- term in-
tentions of a rising power, they are more likely to be concerned. They do not 
assume the worst, but it is difficult for rising powers to offer credible reas-
surances about their long- term intentions. Leaders often see short- term in-
centives to cooperate, so cooperation becomes more likely as long as states 
are focused on the short term. The more states become concerned about the 
long- term intentions of  others— the more uncertainty becomes risk— the 
more reluctant they  will become to engage in cooperation. The shadow of 
the  future is often ominous, casting doubt on the wisdom of cooperating 
with a potential threat.

Alternative Arguments

My argument stands in contrast to two major alternative explanations for 
the strategies that existing powers pursue  toward rising powers. The first 
of  these arguments, buck- passing, offers a dif fer ent understanding of how 

 Table 1.1 The interaction of rising and declining power time horizons

Rising Power

Long Short

Declining Power Long
Increased possibility  
of hegemonic war

Increased possibility  
of preventive war

Short Conditions conducive 
to cooperation

Mixture of skirmishes and 
pragmatic cooperation

Source: Edelstein 2017, 28.

Answer:
The table below provides one interpretation the levels of the dependent vari-
able. If this is correct thenDeclining power-Long ismore powerful than Short.
A linear equation which produces this could look like: Y � 1 + X1 + 2 ∗ X2.

Rising power–Long Rising power–Short
Declining power–Long 4 3
Declining power–Short 1 2

454. Steinberg (2015) illustrates perhaps the most popular two-way table struc-
ture. Give the values of Y (over-under evaluation of currency) for each cell.
Write the Boolean equations for this table. “Exchange rates tend to be more
undervalued in developing countries that combine a (1) powerful manufac-
turing sector with (2) state control of labor and finance than in other types of
developing countries.” (Steinberg 2015, 53; emphasis is mine)
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52 CHAPTER 1

far I have presented separate hypotheses about the determinants of interest group 
preferences and po liti cal infl uence. I now bring these two pieces of the argument 
together.

Exchange rates are more likely to be undervalued in countries with powerful 
manufacturing sectors and state- controlled labor and fi nancial systems than in 
other types of developing countries. Table 1.4 summarizes the dual logics that un-
derlie this expectation.29 The manufacturing sector is likely to prefer an under-
valued exchange rate when the state has control over labor and fi nance. Policy-
makers are likely to be responsive to the preferences of powerful manufacturing 
sectors. This is the only situation where industrialists have high degrees of po liti-
cal infl uence and they support an undervalued exchange rate. As a result, policy-
makers have strong incentives to undervalue their exchange rates.

Exchange rates are less likely to be undervalued when the manufacturing sec-
tor has few power resources because politicians do not receive suffi cient po liti cal 
support for this policy. When the manufacturing sector is weak, policymakers are 
likely to overvalue the exchange rate in response to lobbying by other interest 
groups with more power resources, such as real estate developers, banks, or work-

29.  For ease of exposition, table 1.4 collapses two variables, labor institutions and fi nancial institu-
tions, into a single dimension. When the state controls one market but not the other, my theory would 
expect manufacturers’ preferences to fall in between cases where both or neither markets are state 
 controlled.

TABLE 1.4. Summary of the argument

LABOR AND 
FINANCIAL MARKET 

INSTITUTIONS

MANUFACTURING SECTOR

WEAK POWERFUL

PRIVATELY 
CONTROLLED

Overvalued 
exchange rate

Overvalued 
exchange rate

Preferences: 
Manufacturing sector does not 

prefer undervaluation

Preferences: 
Manufacturing sector does not 

prefer undervaluation

Po liti cal infl uence: 
Manufacturing sector 
has limited in! uence

Po liti cal infl uence: 
Manufacturing sector 
has strong  in! uence

STATE- CONTROLLED Overvalued 
exchange rate

Undervalued 
exchange rate

Preferences: 
Manufacturing sector 

prefers undervaluation

Preferences: 
Manufacturing sector 

prefers undervaluation

Po liti cal infl uence: 
Manufacturing sector 
has limited in! uence

Po liti cal infl uence: 
Manufacturing sector 
has strong in! uence

552-59342_ch01_3P.indd   52552-59342_ch01_3P.indd   52 3/5/15   8:31 AM3/5/15   8:31 AM

Peters (2017) provides and another example of this very common 2×2 table
structure:20 • Chapter 2

TABLE 2.1
Sources of Firms’ Heterogeneity of Preferences on Low-Skill Immigration.

Mobility
Low High

Skill Low-skill Supports immigration Indifferent
intensity High-skill Indifferent Indifferent

The first cleavage is based on the low-skill labor intensity of production:
firms that use much low-skill labor will favor open low-skill immigration,
whereas firms that use little low-skill labor will be indifferent. As technol-
ogy advances, more and more firms will move from the low-skill-intensive
sector to the high-skill-intensive sector. The second cleavage is mobility
across international borders: sectors that are relatively immobile are more
likely to support open immigration than are sectors that can move overseas.
As firm mobility increases, more firms move from the immobile category
to the mobile category.

Trade acts on these preferences by changing the number of firms in
the low-skill-intensive, low-mobility sector. Trade restrictions increase the
number of firms in this category and allow these firms to grow in size. Trade
openness both decreases the number of firms in this category and shrinks
the size of existing firms.

The total amount of lobbying on immigration by firms—both the
total number of firms lobbying and how much each firm lobbies—will
be based on the number of firms that use low-skill labor. When low-
skill-intensive firms close owing to trade competition, when they move
overseas, or when they adopt laborsaving technology, support for open
immigration will drop. This, in turn, allows anti-immigrant forces to have
more influence over immigration policy and leads to more immigration
restrictions.

Policymakers and Firms in a World without Trade or Firm Mobility
Imagine a country in a world with no international trade and where
firms are unable to move production overseas. In this country there
is a rational policymaker, either an elected official in a democracy or
an autocratic leader, who wishes to stay in office. To do so, she needs
the support both of firms and other interest groups but must balance
what interest groups want with the interests of the unorganized mass
public. By lobbying (or, alternatively, spending political capital), firms are
expressing their likelihood of supporting the policymaker given the choice
of immigration policy, with, for example, campaign contributions, votes
from their employees, or bribes for the policymaker or key members of her

Answer:
“With” appears to mean AND and that is confirmed by cell values of 0 (over-
valued) in three of the four cells and 1 in the cell with both (1) powerful
manufacturing sector with (2) state control of labor and finance. The Boolean
models are thus: IF X1 (Manufacturing sector is strong) AND X2 (Institu-
tions are state controlled) THEN Y � 1 (undervalued); IF X1 (Manufacturing
sector is weak) OR X2 (Institutions are privately controlled) THEN Y � 0
(overvalued).

QCA, Boolean theories, necessary conditions, fuzzy logic

NOTE: For calibration exercises see the semantic transformation section above.
See also the section “Two-level theories” for many examples involving QCA,
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INUS, and SUIN. See also the two-way table section, p. 198 for analyzing
two-way tables in Boolean terms.

455. Pearl and McKenzie (2017) spend almost a whole chapter on causal inference
in the history of smoking and lung cancer. They note one of the earliest results,
and very striking results, which people of the time could not really wrap their
heads around:

Of course Hill knew that an RCT was impossible in this case, but he had
learned the advantages of comparing a treatment group to a control group.
So he proposed to compare patientswho had already been diagnosedwith
cancer to a control group of healthy volunteers. Each group’s members
were interviewed on their past behaviors and medical histories. To avoid
bias, the interviewerswere not toldwhohad cancer andwhowas a control.
The results of the study were shocking: out of 649 lung cancer patients
interviewed, all but two had been smokers. . . . The probability logic is
backward too. The data tell us the probability that a cancer patient is
a smoker instead of the probability that a smoker will get cancer. It is
the latter probability that really matters to a person who wants to know
whether he should smoke or not. (Pearl and Mackenzie 2017, 192–93)

Why is their question about smoking-cancer framed in the wrong way given
these data?
Answer: Note that they say that the probabilities are backward which is
exactly the issue with necessary conditions and analytic induction. As in the
previous exercise, they are asking what is the probability that I will get lung
cancer if I smoke. This is the wrong question given the data in question.
As Pearl and MacKenzie note these data are not very useful in answering
the question “What is the probability that I will get lung cancer if I smoke.
However, if I want to avoid lung cancer the advice is clear and the data speak
directly to that. The question is “What is the probability I will not get lung
cancer if I do not smoke?” While there may be other contributing causes to
all the cases of lung cancer in 99 percent of cases smoking is part of the story
(an necessary condition).

456. Bernard andhis colleagues in their analyzing qualitative data textbookdiscuss
a technique known as analytic induction (Ragin has a book manuscript in
progress on this topic). Typically analytic induction is looking at all the
Y � 1 cases and then inductively trying to find a common cause. One of
the earliest and strongest critiques of this was that this procedure did not
allow one to “predict” outcomes. This meant that if one knew the common
cause one cannot predict the outcome in other cases. Discuss this issue in
terms of analytic induction finding necessary conditions and what one can
predict if one has a necessary condition. Also discuss extent to which these
authors when they talk about “prediction” are really asking about sufficient
conditions. If one has a sufficient condition for an outcome then one can
predict that it will occur when that sufficient condition occurs.

Cressey [a classic of analytic induction] could not predict, a priori—i.e.,
without data about actual embezzlerswhohadbeen arrested and jailed for
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their crime—which bank workers would violate the trust of their employ-
ers. Manning could not predict, a priori, which pregnant women would
ultimately seek an abortion. And Zeoli et al. couldn’t predict whichmoth-
ers’ behavior would not confirm their expectations. . . . Analytic induction
fell out of favor after the 1950s because the method accounts for data
you’ve already collected but does not allow prediction about individual
cases. While it does not produce perfect knowledge for the prediction of
individual cases, it can do as well as statistical induction—the standard
in social science—in predicting the outcome in aggregates of cases, and it
does so with a relatively small number of cases. (Bernard et al. 2017, 563,
579)

457. A typical statistical reflex when faced with a scatterplot is to draw a line
through it. One of the classic debates in political science deals with the
relationship between level of wealth and democracy. Discuss the extent to
which scatterplot in figure 13 (Norris 2017) is best described as a sufficient
condition, based on fuzzy logic, that establishes a floor for the level democracy
abovewhich there canbe significant variation. There are only four caseswhich
violate the sufficient condition–floor interpretation, these wouldmerit special
attention. Note that many of the other countries with large residuals on the
quadratic curve are not problematic in this fuzzy logic interpretation.

Figure 13: Wealth as a floor for the level of democracy

There is also convincing evidence for the modernization theory as an
explanation of the observed cross-national variations in the quality of
elections; as Figure 4.5 illustrates, a significant correlation links level of
economic development (measured by per capita GDP in purchasing power
parity) and the PEI levels of electoral integrity (R = .54***, N147). Yet it is
also obvious that among the poorest countries, several cases – such as Benin,
Lesotho and Micronesia – perform relatively well in the global comparison,
according to the PEI Index. By contrast, as already discussed, several other low-
income economies perform poorly in this regard – notably Ethiopia, Burundi,
andHaiti.Moreover, we have already shown that among affluent postindustrial
societies andWestern democracies, elections in the United States and the United
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figure 4.5. Electoral integrity and economic development.
Note: The Perception of Electoral Integrity Index (PEI-4.5); GDP per capita (in
purchasing parity power) World Bank Development Indicators.
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458. Often two-way tables are best interpreted via Boolean logic. Table 16 below
provides a core summary of the Carnegie and Carson game theoretic model
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predictions with the two core independent variables on the row and the
column of the table. Give the Boolean equation that generates the table.
Analyze and the connection between this table and the formal game theoretic
model described in the article. Discuss the cases which are most relevant for
analyzing various parts of the Boolean equation. Discuss the hypotheses the
relationship between the Boolean equations that can generate table 13 and the
implicit linear, additive hypotheses in their hypotheses H1 and H2.

We argue that international organizations constitute a potential solution
to disclosure dilemmas. . . . We claim that an IO can serve this purpose
under two primary conditions. First, an IO must have the capacity to
credibly review, assess, and act on sensitive information, which requires
a reputation for technical expertise and relatively unbiased judgment;
otherwise, it cannot provide added legitimacy to address the intelligence
holder’s credibility problem. Second, it must be designed to receive and
protect sensitive information by limiting its dissemination within the IO
andpreventing unauthorized leaks. . . . These [game theoretic] claims lead
to two testable hypotheses, which are summarized in Table 1 [table 16].
H1: The greater the intelligence reception and protection capabilities of
an IO, the more intelligence an informed state discloses to it about states
it is not friendly with. H2: The greater the intelligence reception and
protection capabilities of an IO, the fewer violations of international law
that occur among states that are not friendly with the informed state.
(Carnegie and Carson 2019, 271–72)

Table 16: IOs and friends in nuclear weapons regimes: Boolean equations versus
linear equations

THE DISCLOSURE DILEMMA 275

FIGURE 2 Equilibria as a Function of Bias b

Without an IO; CM > 1

0 −1 0

CM − 1

vAH = 1;xE(1) = ¬D; e(D) = 1 vAH = 0;xE(1) = D; e(D) = 1

vAH = 1;xE(1) = ¬D; e(D) = 0 vAH = 0;xE(1) = DM ; e(D) = 0

>
b

With an IO; CM = 0

0 −1 0

vAH = 1;xE(1) = ¬D; e(D) = 1 vAH = 0;xE(1) = D; e(D) = 1

vAH = 1;xE(1) = ¬D; e(D) = 0 vAH = 0;xE(1) = DM ; e(D) = 0

>
b

Note: Equilibria are described using the relevant part of players’ strategies. In all equilibria, vA L = 0, xE (0) =
¬D, e(¬D) = 0, and e(D M) = 1.

TABLE 1 Summary of Intelligence-Sharing Decisions

IO Unable to Protect Intel IO Able to Protect Intel

Intel about Friends Rare Disclosures Rare Disclosures
Violations Common Violations Common

Intel about Non-Friends Rare Disclosures Frequent Disclosures
Violations Common Violations Less Common

authority under Article VIII of the 1956 IAEA Statute to
receive intelligence, it was not equipped to protect this
information in practice.19 After 1990, the agency argued
that greater intelligence sharing was necessary for it to
perform its duties (Ogilvie-White 2014, 325–26). It thus
spearheaded reforms with its member states’ agreement,
which included clarification that IAEA staff would sign
nondisclosure agreements, grant limited access to intelli-
gence, implement procedures to address breaches of con-
fidentiality, and secure cyber and physical infrastructure
for sensitive information.20 Moreover, informed states
could provide their information via private briefings with
the director general—whom powerful states ensure they
trust during the selection process—and a select few staff
members. Intelligence material could also be stored in
the director general’s office or other secure areas that are

19“Each member should make available such information as would,
in the judgement of the member, be helpful to the Agency.” Article
VII, The Statute of the IAEA, 1956. On failure to exercise this
authority, see Interview 3, June 20, 2017.

20Interview 4, June 22, 2017; Interview 6, June 20, 2017; Interview
43, February 18, 2017.

accessible only to thoroughly vetted and limited staff.21

The implementation and credibility of these measures
were buoyed by the IAEA’s decades-long experience han-
dling the sensitive data gathered in its routine inspections
from member states.22 The IAEA had also demonstrated
its independence and neutrality in cases like South Africa,
where some intelligence offers were refused to safeguard
its integrity (Brown 2015, 108).

Observable Implications

The IAEA’s reforms represent a shift in a prominent IO’s
ability to receive and protect intelligence—a key quan-
tity of interest in our theoretical framework. We argue
that if an IO cannot adequately protect E ’s sensitive in-
formation, E loses C M and is reluctant to disclose it.23

21Interview 14, February 9, 2017.

22Interview 43, February 18, 2017; Interview 14, February 9, 2017.

23For example, leaks from a United Nations peacekeeping mission
in Somalia that received intelligence led attempts to cut off such

Answer: The Boolean equation which can generate table 16 is: (IO protect)
AND(Intel aboutnon-friends) are individuallynecessary and jointly sufficient
for Frequent disclosures. No additive, linear equation can do this. The only
linear algebra equation which would work is Y= (IO protect)*(Intel about
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non-friends), which notably includes no individual variables involving the
interaction term. This equation is also nonadditive and nonlinear.

459. In the punctuated equilibrium framework shocks are often conceived of as
a necessary condition for rapid punctuated change. Discuss the extent to
which a military hegemonic shock is a necessary condition for regime change
in Gunitsky’s work as illustrated in figure 14.

If these arguments are correct, military hegemonic shocks should increase
the likelihood of great powers temporarily choosing to promote their own
regimes rather than securing mere loyalty. This can be tested empirically
by looking at the rates and types of regime promotions over the twen-
tieth century. As Figures 4 and 5 show, the likelihood of great powers
imposing their own regimes increases significantly in the wake of mili-
tary hegemonic shocks. During the twentieth century, great powers are
responsible for seventy-two of the 121 external impositions (about 60 per-
cent). However, great powers nearly monopolize regime promotion in
the wake of military hegemonic transitions, when they are promoters in
thirty-one of thirty-four cases. (Gunitsky 2014, 568, 570)

Figure 14: Hegemonic shocks as a necessary condition for regime impositionto promote their own regimes in the wake of military shocks, when they promoted their
own regimes in 94 percent of the cases (compared with 66 percent in nonshock years).24

In short, when it comes to regime imposition, great powers behave very differently
in the wake of hegemonic shocks. They become more likely to impose regimes during
hegemonic transitions, and when they do so, they are much more likely to impose
their own regimes than during nonshock years. This occurs because the immediate
aftermath of military shocks changes the incentives for regime promotion by tempor-
arily legitimizing external interventions and lowering the cost of occupations.
During the past decade or so, perhaps inspired by the American experience in

Afghanistan and Iraq, the literature on regime promotions has been pessimistic about
the effect of regime impositions on democratization.25 Yet the material and ideational
costs and benefits associated with impositions change dramatically in the wake of
hegemonic transitions. Quantitative studies of interventions would thus benefit from
disaggregating postshock interventions from other types of external impositions.

Hegemonic Shocks and Mechanisms of Influence

Another mechanism by which shocks produce institutional waves is by enabling
rising great powers to rapidly expand their networks of trade and patronage within

FIGURE 4. Impositions of their own regime by great powers, 1900–2000
Notes: The figure measures the rate of hegemonic impositions of their own regime (measured as the product of the number
of great powers imposing their own regimes and the number of states experiencing such impositions in a given year). See
Appendix 2 for the full list of impositions and their classifications, and an expanded discussion of the measures.

24. The two exceptions are Japan’s intervention in Russia (1918) and the Soviet Union in Austria (1945).
25. See, for example, Pickering and Peceny 2006; Bueno de Mesquita and Downs 2006; Easterly,
Satyanath, and Berger 2008; and Peic and Reiter 2011.

Hegemonic Transitions and Democratization in the Twentieth Century 569

460. Scholars frequently use the language of necessary and sufficient conditions.
It is sometimes the case it is not really clear if they really mean that, do the
data or theory support it. Discuss this example:

For the 500 US denomination game, we find qualitative support for the
claim that players exhibit in-group bias if and only if they are observed,
although the results do not reach significance at conventional levels (row
3; columns 3 and 4). In the 100 US denomination game, however, we
find strong evidence that players discriminate in favor of co-ethnics if and
only if they can be seen to be doing so (row 3; columns 1 and 2). Taken
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together, these findings offer strong support for this strategy selection
mechanism as an important source of the variation we observe in pub-
lic goods provision across ethnically homogeneous and heterogeneous
settings. ((Habyarimana et al. 2007, 721, emphasis is the authors’)

461. Sufficient condition scatterplots such as the one below suggest that there is
potentially a floor below which observations cannot go below. Discuss the
two sufficient conditions in the scatterplots and contrast them with the one
nonsufficient condition one. Discuss the extent towhichpopular participation
in the initial stages of constitution making sets a floor for how democratic the
country can be later on. Note that this is one of the strongest findings book.

Next, we disaggregate the participation variable into convening, debating,
and ratifying stages in order to test an “origination” hypothesis predicting
that the first stage, convening, has the largest impact on democracy. We
confirm that participation at this earliest stage is most critical: democracy
improved in only 45 percent of cases that incorporated broad consultation
at debate and ratification stages, but not at the convening stage. Contrarily,
82 percent of the cases in our data that used popular convening, regardless
of popular participation in later stages, show such improvement. (Eisen-
stadt et al. 2017, 144

462. Poast’s (2019) basic theory is A OR (not-A and not-B) then Y (successful
alliance agreement), A is compatible war plans and B is outside options He
also explicitly claims not-A and B is sufficient for failure. What are the case
studies for studying all parts of this theory, in particular the falsifying ones?
Which ones does he include?

463. Write the Boolean equation for the text below. Compare that to the inverted
tree causal mechanism figure, reproduced below.
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As such, if a state fears future war, it will adopt coercion against the seces-
sionists to foreclose the possibility of such threats. Conversely, sanguinity
about the future is necessary for the state to consider peaceful concessions,
including the granting of full independence. Whether a state coerces sep-
aratists, then, depends onwhether it believes it will face future war, which
in turn depends on two factors. With respect to the seceded ethnic group,
the state concludes future war is likely if there is a deep identity division
between the group and the central state. With respect to the existing ri-
vals, the state assesses future war as likely if its regional neighborhood
has a militarized history, marked by conflict and war. If the state chooses
coercion based on either of these “trip wires,” the extent of third-party
support for the secessionists determines howmuch violence the state em-
ploys, for both materialist and emotional reasons. Materially, external
backing makes the rebel movement stronger, increasing the amount of
violence required to defeat it. Emotionally, deep alliances with rivals of
the state can lead to pathological violence, fueled by a sense of betrayal.
External security, then, is key to understanding both whether, and how
much, states coerce secessionists. (Butt 2017, 2)

CHAPTER 1
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level of threat the state faces increases appreciably, mainly because the pal-
ette of resources the nationalists enjoy becomes more dangerous. This 
causes the state to up the repressive ante, both to deal with the threat as an 
aggregation of material capabilities but also to send a message that fi fth 
columns are not tolerated. In such a situation, the state would practice mili-
tarization, using state forces and violence against training camps and popu-
lation centers. The escalation to militarization is a safe indicator that the 
state is fi ghting a civil war. Militarization entails the use of the state’s mili-
tary and paramilitary forces, but largely against violent or militant organi-
zations or those suspected of directly aiding rebels. This is not to suggest 
that states practicing militarization always use perfectly legal or ethical 
policy instruments; torture and enforced disappearances would be consis-
tent with militarization. For this to be the case, however, such policies must 
be practiced on a relatively limited scale, and not be pursued as a matter of 
offi cial or quasi-offi cial state policy. Militarization is often seen in so-called 
simmering confl icts,  88   where the state strikes sporadically against purely 
military targets and then retreats, at least in a military sense. Typical cases 
of militarization include Pakistani policy in Balochistan in the mid-1970s 
(chapter 2) and India in Punjab after 1987 (chapter 3). 

Independent
variable I

Independent
variable II

Militarization

Third-party
support

Border changes
unacceptable

Border changes
acceptable

Low High

Likelihood of
future war

Collective 
repressionPolicingNegotiations and

concessions

Limited High

Dependent
variable

Moderate

Figure 1. State decision-making when confronted by separatists

Source: Butt 2017, 40.

464. SUINappears in Boolean theories on a regular basis. DiscussMaestro’s theory
as SUIN. Write a Boolean equation for the quoted text.

In the next chapter I present the costly conversations thesis, which argues
that decision makers are primarily concerned with the strategic costs of
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conversation; these costs need to be low before decision makers are will-
ing to engage diplomatically with their enemy. Specifically, leaders look
at two factors when determining the costs of conversation: the likelihood
the enemy will interpret weakness from an open diplomatic posture, and
how the enemy may change its strategy in response to such an interpre-
tation. As leaders’ perceptions about these two factors evolve, so too
does the cost-benefit analysis of different diplomatic postures. Only if a
state thinks that it has adequately demonstrated strength and resiliency to
avoid adverse inference and that its enemy does not have the capacity to
prolong, escalate, or intensify the war in response will it choose an open
diplomatic posture. (Maestro 2019, 7; emphasis is mine)

465. Baum and Potter (2015) in their analysis of democracy and war in chapter 7
do a series of case study analyses from the coalition built before the 2003 Iraq
war. This involves decisions to join or not to join the coalition. Their main
theory is democratic “constraints” on war initiation. “we have attempted to
select cases that varymeaningfully on the dimensions thatwe argue are key to
democratic constraint: partisan opposition and a robust and accessiblemedia.
The conditional nature of this argument means that we anticipate that when
either (or both) of these conditions is lacking, it will be possible for leaders
to discount public opinion and pursue their independent policy preferences,
if they have them. Only when both are present will public opinion truly
constrain leaders. Table 7.1 locates our cases, in relative terms, along these
two key structural dimensions: opposition and media access.” (Baum and
Potter 2015, 195). Discuss the (0,0) cell where there are no constraints on the
decision to join the coalition, howwould one do case studies for this particular
cell? Give the Boolean equation for their theory. How do the cases selected
line up with the Boolean equation?

466. Key in constructing and evaluating two-way tables is giving the predicted
level of the dependent variable for each cell. What would be the level of the
dependent variable Y each cell given in an ordinal fashion from one to four.
Can one conclude that the row or column variable is more important and if
so why? Could you write a linear equation model that would fit this table’s
theory (i.e., generate the four Y values in the cells)?

The more certain threats become, the harder it is to resist acting to stop
their emergence. A growing belief that a rising power harbors malign
intentions accounts for the change away from cooperation to more com-
petitive strategies. . . . Back to table 1.1, when an existing power prefers
short-term cooperation and a rising power avoids provocation, then co-
operation between an existing and a rising power becomes likely. As I
argued above, I expect this particular configuration of time horizons to be
relatively common. (Edelstein 2017, 25–27)
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cooperation benefits both sides, but especially the rising power over the long 
term.

Fi nally, when a rising power has a short- term focus and the declining 
power has a long- term focus, then the likelihood of preventive war increases. 
As opposed to hegemonic wars that begin with a rising power asserting it-
self, preventive wars are initiated by a declining power seeking to prevent 
its relative descent to a secondary status.75 If a declining power is concerned 
about the long term and a rising power acts in provocative ways intended to 
produce short- term benefits, then the declining power becomes concerned 
about the rising power’s long- term intentions and is tempted to launch a 
preventive war.

The significance of this argument lies in part in its skepticism about the 
impact of the shadow of the  future on cooperation. Conventional liberal 
arguments claim that the shadow of the  future— the promise of  future 
cooperation— incentivizes states to cooperate in the short term.76  Here I con-
tend that the more leaders of existing powers focus on the long term, the 
less inclined they are to cooperate as they grow increasingly worried about 
the threat they may face. When existing powers examine the long- term in-
tentions of a rising power, they are more likely to be concerned. They do not 
assume the worst, but it is difficult for rising powers to offer credible reas-
surances about their long- term intentions. Leaders often see short- term in-
centives to cooperate, so cooperation becomes more likely as long as states 
are focused on the short term. The more states become concerned about the 
long- term intentions of  others— the more uncertainty becomes risk— the 
more reluctant they  will become to engage in cooperation. The shadow of 
the  future is often ominous, casting doubt on the wisdom of cooperating 
with a potential threat.

Alternative Arguments

My argument stands in contrast to two major alternative explanations for 
the strategies that existing powers pursue  toward rising powers. The first 
of  these arguments, buck- passing, offers a dif fer ent understanding of how 

 Table 1.1 The interaction of rising and declining power time horizons

Rising Power

Long Short

Declining Power Long
Increased possibility  
of hegemonic war

Increased possibility  
of preventive war

Short Conditions conducive 
to cooperation

Mixture of skirmishes and 
pragmatic cooperation

Source: Edelstein 2017, 28.

Answer:
The table below provides one interpretation the levels of the dependent vari-
able. If this is correct thenDeclining power-Long ismore powerful than Short.
A linear equation which produces this could look like: Y � 1 + X1 + 2 ∗ X2.

Rising power–Long Rising power–Short
Declining power–Long 4 3
Declining power–Short 1 2

467. Steinberg (2015) illustrates perhaps the most popular two-way table struc-
ture. Give the values of Y (over-under evaluation of currency) for each cell.
Write the Boolean equations for this table. “Exchange rates tend to be more
undervalued in developing countries that combine a (1) powerful manufac-
turing sector with (2) state control of labor and finance than in other types of
developing countries.” (Steinberg 2015, 53; emphasis is mine)52 CHAPTER 1

far I have presented separate hypotheses about the determinants of interest group 
preferences and po liti cal infl uence. I now bring these two pieces of the argument 
together.

Exchange rates are more likely to be undervalued in countries with powerful 
manufacturing sectors and state- controlled labor and fi nancial systems than in 
other types of developing countries. Table 1.4 summarizes the dual logics that un-
derlie this expectation.29 The manufacturing sector is likely to prefer an under-
valued exchange rate when the state has control over labor and fi nance. Policy-
makers are likely to be responsive to the preferences of powerful manufacturing 
sectors. This is the only situation where industrialists have high degrees of po liti-
cal infl uence and they support an undervalued exchange rate. As a result, policy-
makers have strong incentives to undervalue their exchange rates.

Exchange rates are less likely to be undervalued when the manufacturing sec-
tor has few power resources because politicians do not receive suffi cient po liti cal 
support for this policy. When the manufacturing sector is weak, policymakers are 
likely to overvalue the exchange rate in response to lobbying by other interest 
groups with more power resources, such as real estate developers, banks, or work-

29.  For ease of exposition, table 1.4 collapses two variables, labor institutions and fi nancial institu-
tions, into a single dimension. When the state controls one market but not the other, my theory would 
expect manufacturers’ preferences to fall in between cases where both or neither markets are state 
 controlled.

TABLE 1.4. Summary of the argument

LABOR AND 
FINANCIAL MARKET 

INSTITUTIONS

MANUFACTURING SECTOR

WEAK POWERFUL

PRIVATELY 
CONTROLLED

Overvalued 
exchange rate

Overvalued 
exchange rate

Preferences: 
Manufacturing sector does not 

prefer undervaluation

Preferences: 
Manufacturing sector does not 

prefer undervaluation

Po liti cal infl uence: 
Manufacturing sector 
has limited in! uence

Po liti cal infl uence: 
Manufacturing sector 
has strong  in! uence

STATE- CONTROLLED Overvalued 
exchange rate

Undervalued 
exchange rate

Preferences: 
Manufacturing sector 

prefers undervaluation

Preferences: 
Manufacturing sector 

prefers undervaluation

Po liti cal infl uence: 
Manufacturing sector 
has limited in! uence

Po liti cal infl uence: 
Manufacturing sector 
has strong in! uence
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Peters (2017) provides and another example of this very common 2×2 table
structure:20 • Chapter 2

TABLE 2.1
Sources of Firms’ Heterogeneity of Preferences on Low-Skill Immigration.

Mobility
Low High

Skill Low-skill Supports immigration Indifferent
intensity High-skill Indifferent Indifferent

The first cleavage is based on the low-skill labor intensity of production:
firms that use much low-skill labor will favor open low-skill immigration,
whereas firms that use little low-skill labor will be indifferent. As technol-
ogy advances, more and more firms will move from the low-skill-intensive
sector to the high-skill-intensive sector. The second cleavage is mobility
across international borders: sectors that are relatively immobile are more
likely to support open immigration than are sectors that can move overseas.
As firm mobility increases, more firms move from the immobile category
to the mobile category.

Trade acts on these preferences by changing the number of firms in
the low-skill-intensive, low-mobility sector. Trade restrictions increase the
number of firms in this category and allow these firms to grow in size. Trade
openness both decreases the number of firms in this category and shrinks
the size of existing firms.

The total amount of lobbying on immigration by firms—both the
total number of firms lobbying and how much each firm lobbies—will
be based on the number of firms that use low-skill labor. When low-
skill-intensive firms close owing to trade competition, when they move
overseas, or when they adopt laborsaving technology, support for open
immigration will drop. This, in turn, allows anti-immigrant forces to have
more influence over immigration policy and leads to more immigration
restrictions.

Policymakers and Firms in a World without Trade or Firm Mobility
Imagine a country in a world with no international trade and where
firms are unable to move production overseas. In this country there
is a rational policymaker, either an elected official in a democracy or
an autocratic leader, who wishes to stay in office. To do so, she needs
the support both of firms and other interest groups but must balance
what interest groups want with the interests of the unorganized mass
public. By lobbying (or, alternatively, spending political capital), firms are
expressing their likelihood of supporting the policymaker given the choice
of immigration policy, with, for example, campaign contributions, votes
from their employees, or bribes for the policymaker or key members of her

Answer:
“With” appears to mean AND and that is confirmed by cell values of 0 (over-
valued) in three of the four cells and 1 in the cell with both (1) powerful
manufacturing sector with (2) state control of labor and finance. The Boolean
models are thus: IF X1 (Manufacturing sector is strong) AND X2 (Institu-
tions are state controlled) THEN Y � 1 (undervalued); IF X1 (Manufacturing
sector is weak) OR X2 (Institutions are privately controlled) THEN Y � 0
(overvalued).

468. Inverted tree figures are not uncommon in qualitative work. Here is a nice
example from Yashar (2018). It also illustrates some issues in drawing causal
mechanism figures using just→. How might some arrows have a different
Boolean interpretation than others. Could one write the Boolean equations
for this figure?

In particular, this book emphasizes three factors: the transnational il-
licit economy, state capacity, and territorial competition among organiza-
tions. . . . First, I contend that the development of a transnational illicit
economy and illicit criminal organizations set the stage for the high levels
of violence thatwe now see in LatinAmerica. . . . Second, I argue that illicit
trade and transit is likely to take holdwhere illicit actors findweak and/or
complicit state institutions (particularly law-and-order institutions such as
the police and courts). . . . Third, and finally, I find that the highest levels
of violence are emerging particularlywhere illicit organizations encounter
organizational competition (either from other illicit organizations or the
state or both) to control previously hegemonic territorial enclaves. . . . No
single factor determines the outcome. The combination of factors, how-
ever, can be deadly. (Yashar 2018, 18–19)
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(Chapter 8). While grounded in three case studies, the theoretical argu-
ment speaks to other non–civil war cases – including Brazil, Mexico,
Venezuela, and Honduras.

Ultimately, the tripartite argument developed in this book opened up
a second set of historical institutional questions and arguments about why
otherwise similarly situated countries emerge with such divergent state
capacity (making them more susceptible to illicit trade and transit, orga-
nizational competition, and ultimately violence). Chapter 7 pursues this
question empirically in the relatively lower-intermediate-violence case of
Nicaragua, which developed an impressive police force (unparalleled by
its neighbors and uniquely capable when compared to other parts of the
Nicaraguan state). Chapter 8 revisits the comparative question of state
capacity and engages with the comparative historical debates about when
and why otherwise sticky state institutions are successfully reformed – not
only changing institutional design but also affecting corresponding orga-
nizational and societal behavior.

In closing, I have several aspirations in writing this book. I hope that this
manuscript increases our understanding of why violence is occurring at
such high levels in Latin America and why it assumes varied levels across

Expanding Illicit Economies

Argument

Weak/corrupt states:
secure space for transit of drugs

& growth of illicit orgs

Expansion of
DTOs (Rural/Ports)
And Gangs (Cities)

Geographic Limits Placed
on DTOs (Rural/Port)
And Gangs (Cities)

High competition
& uncertainty

HIGH VIOLENCE

Medium/localized
competition & uncertainty

INTERMEDIATE VIOLENCE

Low uncertainty
& competition

LOW VIOLENCE

More capable states:
insecure space for transit of drugs

& weak growth of illicit orgs

figure 1.5 The argument
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Answer:
The arrows to the bottom level of the tree in a Boolean interpretation mean
“is sufficient for.” One plausible interpretation of the arrows above are as
invoking the logical AND. Here is one Boolean equation: IF (illicit economic
AND weak state AND DTO expansion) THEN high violence.

469. With complex Boolean equations case selection can be quite challenging. Dis-
cuss Brookes’s case selection strategy. Is she using the Overdetermination
Guideline in selecting her cases? Which cases are good for the necessary
condition hypothesis and which for sufficiency? With four variables in her
model there are 16 possible combinations for case study selection. She choose
6. Which ones does she leave out? Discuss in the context of the Overdetermi-
nation Guideline.

Case Selection and Methods of Causal Analysis. To test the causal claims
of the CCAP theory, in this book I analyze six TLA campaigns—three
failures and three successes—matched into pairs of highly The New Pol-
itics of Transnational Labor similar cases with different outcomes: the
Liverpool dockers’ dispute versus the Australian waterfront conflict; the
Tesco Global Union Alliance versus the Alliance for Justice at G4S; and
the Shangri-La Hotel campaign versus the Raffles Hotels campaign. This
logic of case selection approximates John Stuart Mill’s method of differ-
ence insofar as it allows one to control for otherwise confounding factors
within each pair, including the type of conflict prompting the campaign,
the institutional context of the country in which the conflict originated,
the TLA’s goals, the type of employer targeted, whether the campaign
was proactive or reactive, and the time period in which the campaign
took place. If the CCAP theory is correct, any campaign lacking intrau-
nion coordination, interunion coordination, or context-appropriate power
should be unsuccessful. Conversely, all three variables should be present
in each successful campaign. . . . Process tracing thus allowsme to identify
and test for alternative explanations. In sum, across-case comparisons are
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important, but only within-case analyses can confirm or falsify the theo-
retical framework proposed in this book. . . . Causal Relationships as Boolean
Equations X1 ∗X2 ∗X3 � Y; ¬X1+¬X2+¬X3 � ¬Y (Brookes 2019, 34–35,
160;)

470. When one combines necessary condition language with increases the proba-
bility language is not always clear that the author is consistent. Discuss this
claim in the connection between the necessary condition statement and the
probability one.

With regard to the roles of leadership and organization, the causal connec-
tions are different. It is certainly possible to say, as I do, that some degree
of organization is necessary for sustained political action or mobilization.
However, it is also accurate, and more useful, to state the effect in terms
of relative probability: the better the group’s organization, the greater the
likely degree of mobilization. (Kaufman 2015, 242)

471. Debs and Monteiro (2017) in their theory of proliferation of nuclear weapons
frequently talk about necessary conditions for proliferation which is quite
common in this literature in general. Discuss how one might introduce these
considerations into their causal mechanism figure, indicating which factors
are necessary, and eventually the various paths to sufficiency.

Empirically, proliferation occurs in a limited range of strategic environ-
ments. Specifically, we find two sets of strategic circumstances – or path-
ways – tonuclear acquisition. First, a high level of security threat combined
with high relative conventional power on the part of the proliferating state.
Second, a high level of security threat combined with the presence of an
ally that is deemed unreliable. All other strategic settings result in the
maintenance of a state’s nonnuclear status. . . . In doing so, the strate-
gic logic of nuclear proliferation sheds light on several hitherto under-
appreciated historical patterns. First, states that do not face a high-level
security threat have not acquired the bomb. The presence of a significant
security threat is a necessary condition for nuclearization. Historically, no
state has acquired nuclear weapons without perceiving its security envi-
ronment as highly threatening, regardless of how strong other pressures
to acquire the bomb – including considerations of domestic or interna-
tional prestige, the psychology of leaders, or the economic preferences of
ruling elites – may be. Second, among states that are not protected by a
great power sponsor, only those that are strong vis-à-vis their adversaries
have acquired the bomb. There is no historical case of a relatively weak
state ever succeeding in nuclearizing without having a powerful ally com-
mitted to retaliating against a preventive counter-proliferation strike. . . .
Third, among states that possess a powerful ally, only those whose secu-
rity goals are not entirely covered by this sponsor have acquired nuclear
weapons. Put differently, states whose security goals are subsumed by
their powerful allies’ own aims do not possess the willingness to acquire
the bomb. . . . Fourth, threats of abandonment issued by a security spon-
sor – what we call a “sticks-based” nonproliferation policy – are effective
in curtailing proliferation only by protegees that are relatively weak vis-
à-vis their adversaries. If a protegee is strong vis-à-vis its adversaries, it
has the opportunity to proliferate on its own, even if its security sponsor
were to abandon it. In this case, the sponsor can only effectively deter
proliferation by taking away the protegee’s willingness to acquire nuclear
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weapons, which it can do by extending additional security assurances –
what we call a “carrots-based” nonproliferation policy. In other words,
whereas sticks can deter proliferation by weak protegee, only carrots will
prevent stronger protegees from building nuclear weapons. (Debs and
Monteiro 2017, 11–13)The Strategic Logic of Nuclear Proliferation 53

ones by dotted lines. Our strategic variables condition a state’s nuclear 
status through a three- step process. In the !rst step, our strategic vari-
ables condition the security bene!t of proliferation and the cost of 
preventive war. Then, in the second step, this cost and bene!t, together 
with the cost of a nuclear program, condition the odds that a state 
will satisfy the willingness and opportunity thresholds. Finally, these 
two thresholds condition the country’s nuclear status, determining the 
odds of nuclear proliferation.

For the strategic causes of proliferation –  and nuclear forbearance –  
to be complete, we need to take one last analytic step. When laying 
out the strategic interaction between a potential proliferator and its 
adversaries, we allowed these adversaries to attempt to deter prolif-
eration by using their most effective policy tool: threats of preventive 
counterproliferation military action. But so far, our argument has not 
taken into consideration the nonproliferation policy tools with which 
allies can try to maintain their protégés nonnuclear status. The follow-
ing section examines this last component of the strategic dimension of 
nuclear proliferation.

Positive effect   Negative effect

Level of
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Relative 
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Level and 
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Figure 2.2. The Strategic Logic of Nuclear Proliferation
When the state considering nuclearization possesses no security allies, the 
“level and reliability of allied commitment” is null and its effect is void.
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472. Can Slater’s (2010) causal mechanisms be expressed in Boolean equations? If
so what would they look like?
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473. Luebbert is a classic of comparative historical research. He basically has three
dependent variables as illustrated by the title of his book Liberalism, fascism,
or social democracy. Can you write a Boolean equation each of the pathways?
Discuss the relationship between your three Boolean equations. Here is a
quote to get you started.

Societies that became social democracies or fascist dictatorships between
the world wars were distinguished from Britain, France, and Switzerland
by the failure of their prewar experiments with Lib-Labism. The failure of
Lib-Labism was rooted in the failure of liberalism itself. Liberalism’s fail-
ure derived from its inability to rally sufficient middle-class support. The
critical question is why the middle classes were less supportive of liberal
parties in most European countries than they were in Britain, France, and
Switzerland. To put the question in amore tractable form, wewill askwhy
liberal parties in most of Europe were less effective in establishing their
dominance—that is, in surmounting the obstacles to an extended run of
society-shaping political power in the years before 1914. . . . The lack of
liberal dominancewas crucial to the pattern of working-classmobilization
and organization that followed, that is, for class formation. Workers could
pursue their political and economic interests in only twoways: through an
alliance with reforming liberals or through self-organization. The balance
between the two routes workers followed was contingent on the availabil-
ity of a politically effective liberal ally. The pattern of class formation in
turn had essential consequences for the later course of interwar politics.
(Luebbert 1991, 55)

474. Write the Boolean equation(s) for the causal mechanism figure below. See
also his table 1 on page 14, which is a nonstandard 2×2 table.

The main arguments can be summarized briefly. If a leading state has
little reason to fear the takeover of a peripheral region by a local actor
or an outside power, then it should not have a strong preference when
it comes to the type of order that exists there. In principle, both parity
and primacy can prevent disruptive conflicts, the avoidance of which
will be its chief objective in these circumstances. Therefore, a leading
state should accommodate RRPs [rising regional powers] that can achieve
either one because they will enhance local stability over the long run.
Conversely, it should oppose RRPs that fall short of this threshold because
their rise will contribute to persistent unrest. If a leading state is worried
mainly that a local actor might dominate a peripheral region, however,
then it will prefer parity to ensure that its own access to the area is not
jeopardized. In this case, it should accommodate RRPs that are attempting
toweaken local hegemons and oppose RRPs that are trying to gain control
over their neighborhoods. Finally, if a leading state is more concerned
about an outside power conquering a peripheral region, then it will prefer
primacy instead because the strongest local actors are the best barriers to
intervention. Thus, it should accommodate RRPs that fully overtake their
rivals and oppose RRPs that fail to do so. (Montgomery 2016, 10)
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status quo intact; and they have passed the buck so that  others might bal-
ance for them.26 Nevertheless, all of the mea sures available to established 
powers can be placed in two broad categories: strategies of accommodation 
and strategies of opposition. This distinction simplifi es a complex phenom-
enon and captures the fact that almost any option, even neutrality, usually 
helps or hinders an emerging power’s rise, depending on the circumstances.27 
It also has another virtue when it comes to addressing the empirical puzzle 
at the center of this book: using a binary dependent variable allows me to 
show how the same causal factors account for leading state responses to 
RRPs across a diverse set of cases, even if accommodation and opposition 
took a variety of forms.28

To explain how leading states choose between  these strategies, I develop 
a two- step argument, the basic outlines of which are summarized in fi gure 1. 
The fi rst step is to establish  whether policymakers have a preferred regional 
order and, if so,  whether they  favor local parity or local primacy. I argue that 
 these preferences can be traced back to their assessment of certain risks, in 
par tic u lar the risk that local actors might withhold valuable resources or 
keep outside powers away, which I refer to as access denial, along with the 
risk that outside powers could gain control of the area, which I refer to as 
containment failure. When both of  these risks are low, a leading state should 
be impartial between parity and primacy  because its only major interest  will 
be avoiding instability, and  either distribution of power can deter regional 
confl icts, at least in princi ple. When access denial is a leading state’s over-
riding concern, however, it should prefer parity  because a preponderant lo-
cal power is the most signifi cant threat to access, and the presence of two or 
more relatively equal actors can prevent regional domination. Finally, when 
containment failure is a leading state’s main fear, it should prefer primacy 
instead  because military conquest is the worst form of failure, and a domi-
nant local actor is a better obstacle to regional intervention than a handful 
of weaker nations.

A leading state’s preferred regional order provides a baseline for its evalu-
ation of local power shifts. The second step, therefore, is to understand what 
outcome policymakers expect when a change in the distribution of power 

Accommodation
or

Opposition

Direction of
Power Shift

and / or

Scope of
Power Shift

Risk
Assessment

Preferred
Regional Order

Figure 1. The causal argument

475. Poast provides an interesting possible Boolean model. Write a Boolean equa-
tion that expresses his theory.

The core of my argument is that the items at the heart of negotiations
for an alliance treaty are also the key features of a war plan: “who” and
“where” are articulated in the strategic component of a war plan, while
“how” is captured in the operational component of a war plan. This sug-
gests that one can view an alliance treaty negotiation as an effort in joint
war planning. This conceptualization of alliance negotiations evokes two
variables that likely determine whether the negotiations lead to a signed
treaty: the compatibility of ideal war plans and the attractiveness of out-
side options. The first variable is the compatibility of ideal war plans.
At the beginning of a negotiation, each participant reveals its ideal war
plan, meaning the plan that reflects that state’s preferred strategic and
operational components. Ideal war plans are compatible if they articulate
similar strategic and operational components. The strategic component
of a war plan refers to the target of military force, which reflects a state’s
perception of threats. Hence, strategic compatibility means the partic-
ipants in the negotiations have similar perceptions of possible threats.
This lies at the heart of alliance treaty negotiations: without agreement on
who to attack and where, it makes little sense to negotiate the details of
military cooperation. The operational component of a plan refers to the
general approach for addressing the identified threat(s), which is reflected
by the state’s military doctrine. A military doctrine can be either offen-
sive, meaning the fight should be taken to the territory of the perceived
threat, or defensive, meaning the objective is to stop the enemy’s advance
by fighting on home territory (either a state’s own territory or the territory
of an ally). Hence, operational compatibility means the states do not have
contradictory military doctrines. The second variable is the attractiveness
of outside options. An outside option is the policy each participant will
pursue if the negotiation ends in nonagreement. Outside options include
unilateral action, an alliance with another state, or buck-passing (i.e., leav-
ing it to other states to attack or deter the threat). The attractiveness of an
outside option is the extent to which the participant perceives the outside
option as offering a benefit similar to that of an alliance that follows its
ideal war plan. The more attractive the outside option, the less willing a
participant will be to deviate from its ideal plan. Since attractiveness is a
matter of perception, it is private information and is known only to that
participant. Moreover, each participant has an incentive to misrepresent
this attractiveness, in order to have the final treaty more closely reflect
its ideal war plan. Of particular importance is the number of participants
that perceive themselves as having an attractive outside option. For exam-
ple, in a negotiation between two participants, if both perceive themselves
as having an attractive outside option, neither will make concessions to
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secure an agreement. In contrast, if neither participant perceives itself
as having an attractive outside option, the participants will not want the
negotiation to end in nonagreement. In this case, they are more likely to
make concessions to secure an agreement. (Poast 2019, 4–5)

Answer:
Poast basic theory seems to be: A OR (not-A and not-B) then Y (successful
alliance agreement), A is compatible war plans and B is outside options He
also explicitly claims not-A and B is sufficient for failure.

476. Grzymała-Busse (2007) is a core example in the causal mechanism chapter of
Multimethod research, causal mechanisms, and case studies: an integrated approach.
In my figure 2.4 of her theory “Robust competition” is constituted by three
mechanisms (1) moderation, (2) anticipation, and (3) cooptation. Discuss how
on might aggregate or combine these causal mechanisms (e.g., OR, AND,
addition). Mikkelsen (2017) uses Grzymała-Busse (2007) a core example in
his discussion of fuzzy logic case studies. Compare and discuss his version of
the mechanism of competition, e.g., Figure 2 and how he uses fuzzy logic to
combine the threemechanismswith the discussion in chapter 3 ofMultimethod
research, causal mechanisms, and case studies: an integrated approach of the same
mechanism.

477. A very important methodological issue is set relationships between indepen-
dent variables. In an original outline of the book amajor part of a chapter was
going to be devoted to the methodological issues that this raises. The main
methodological concern arises when X1 is a subset of X2. For example, in the
debate about the territorial peace versus democratic peace, it turns out that
the the set of democratic dyads is a subset of the dyads at territorial peace:
“This study compares the conflicting answers of the democratic peace and
the territorial peace and examines the empirical record to see which is more
accurate. It finds that almost all contiguous dyads settle their borders before
they become joint democracies” (Owsiak and Vasquez 2016, 339).
What is the causal interpretation of the subset variable when all of the varia-
tion in X1 is taken up in X2? Discuss how this is different frommulticollinear-
ity, for example, the two might not be very correlated. See Owsiak 2020 for a
nice explicit discussion of the subsetting issue and other examples.
What if X1 is a perfect subset of X2 and one introduces an interaction term,
X1 ∗ X2?
This is just with dichotomous variables, but one can find set theoretic rela-
tionships among continuous variables (defined as X1 less than or equal to X2
for all observation or vice versa).

478. It is not uncommon that options for case selection form nested subsets. What
are the research design and causal inference issues in one like this where
genocides are subset of one-sidedviolence, also one-sidedviolence occurrence
might be almost a subset of civil war occurrence.

Harff (2003) presents a global examination of genocide in countries that
have experienced state failure internal war or regime collapse covering the
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period 1955–97. Our dataset is different in that it consists of all conflict
actors during the period 1989–2004 that are actively involved in an armed
conflict resulting in at least 25 battle-deaths in a year. (Eck and Hultman
2007, 242)

479. Give a fuzzy logic interpretation of the relationship between the two democ-
racy dimensions in Coppedge’s (2012) analysis.

Democratization and research methods 

Intuitively, this means that if component A is present to a high degree, then 
component B is present to a high degree as well, and vice versa. In bivariate 
tables and scatterplots, unidimensional components show a strong diagonal 
relationship, but multidimensional components show a more uniform dis-
persion of cases in all four quadrants. Intuitively, it is easy to imagine low-high 
or high-low combinations of multidimensional components that would not 
be rare exceptions. In a 2 x 2 table, cases are spread out among at least three of 
the four cells; in a scatterplot, they form no diagonal pattern. There is no way 
to represent such patterns faithfully without employing at least two dimen-
sions; attempting to do so would be oversimplification or reductionism. But 
the higher the degree of association, the more reasonable it is to reduce the 
two components to one simpler concept or a single dimension. 

Even minimal concepts of democracy are usually multidimensional. Dahl, 
for example, argued explicitly that polyarchy had two dimensions: contesta-
tion ("the extent of permissible opposition, public contestation, or political 
competition") and inclusiveness ("the proportion of the population entitled 
to participate on a more or less equal plane in controlling and contesting the 
conduct of government") (Dahl 1971). They are separate dimensions because 
countries that have high contestation are not necessarily highly inclusive and 
vice versa. Rather, mixed combinations can be observed: closed hegemonies, 
competitive oligarchies, inclusive hegemonies, and polyarchies. Subsequent 
empirical research has confirmed Dahl's intuition. Figure 2.3 is a scatterplot of 
countries in 2000 on indicators of Dahl's dimensions, contestation and inclu-
siveness (using indicators described in Coppedge et al. 2008). The plot shows 
that some countries, the polyarchies, such as Norway, Cyprus, Sweden, Italy, 
and Canada, are high on both contestation and inclusiveness; and some are 
low on both dimensions, the closed hegemonies, such as Afghanistan, Saudi 
Arabia, Libya, and Burma. However, some other countries are low on con-
testation but high on inclusiveness. Countries such as Cuba, Syria, Vietnam, 
Iraq, and China include citizens in elections but do not permit competition.9 

These off-diagonal cases are evidence of a second dimension. Just as the points 
in the plot cannot be joined by a straight line, the information in these two 
indicators cannot be reduced to a single meaningful number for each country. 
Contestation and inclusiveness therefore lie on two different dimensions. 

Obviously, there are intermediate cases as well. It is interesting that in 2000 there were no countries 
with high contestation and low inclusiveness - what Dahl called competitive oligarchies (Dahl 1971). 
This combination was common before the extension of the suffrage in the early twentieth century, but 
it is extinct today. 

Defining and measuring democracy 
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Distribution of Countries on Two Dimensions of Democracy, 2000. Both indicators were estimated by 
exploratory Principal Components Analysis of fourteen democracy indicators. The units of 
measurement are standard deviations. The estimation procedure and justifications for interpreting 
these as indicators of Dahl's two dimensions of polyarchy are in Coppedge, Alvarez, and Maldonado 
(2008). 

A thicker version of democracy would have more than two dimensions. I 
suspect that a thicker concept of democracy would possess five dimensions. 
The first two would be thick versions of Dahl's dimensions of polyarchy -
contestation and inclusiveness. There is probably more to contestation than 
becoming informed and making a simple choice among parties or candidates 
every few years. Contestation could also depend on the number and quality 
of choices presented on a ballot, democratic selection of candidates, certain 
kinds of public campaign financing, guaranteed media access for all parties, 
and opportunities for opposition parties to gain a foothold at lower levels of 
government. 

Similarly, inclusiveness - the proportion of the adult citizens who have 
effective opportunities to participate equally in the available opportunities 

Answer:
The Coppedge figure would be interpreted in a set theoretic fashion that
inclusiveness is necessary for contestation.

480. Sometimes the concept may have no necessary conditions in terms of its
definition and structure but there can be set theoretic relationships empirically
between dimensions. For example, this can happen when one dimension is
empirically a subset of another. Discuss the implications of this in terms of
the polity data set and Bueno de Mesquita et al.’s discussion of it.
Answer:
Bueno de Mesquita et al. (2005) provides an example. “For instance, only 26
percent of the times when countries have open executive recruitment have
they also institutionalized multiparty competition. But, if they have multi-
party competition, then 97 percent of the time they also have open executive
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recruitment. Open recruitment appears to be necessary but not sufficient for
multiparty competition. . . . Clearly, it is very hard to have multiparty compe-
titionwithout the other dimensions, but it is not difficult to achieve thresholds
on other dimensions without having multiparty competition.” (pp. 453–55)

481. Since people in general and social scientists in particular are not taught math-
ematical logic is not surprising that they have issues regarding questions of
logic. BelowChambers describes an extremely famous and classic experiment
– that while he discusses it in terms of confirmation bias – is really a question
about logic. Give the two correct ways to test this hypotheses. Why is one
much less common practice than the other?

Since then, many studies have explored the basis of confirmation bias in
a range of laboratory controlled situations. Perhaps the most famous of
these is the ingenious Selection Task, which was also developed byWason
in 1968. The Selection Task works like this. Suppose I were to show you
four cards on a table, labeled D, B, 3, and 7 (see figure 1.1). I tell you that
if the card shows a letter on one side then it will have a number on the
other side, and I provide you with a more specific rule (hypothesis) that
may be true or false: “If there is a D on one side of any card, then there is a
3 on its other side.” Finally, I ask you to tell me which cards you would
need to turn over in order to determine whether this rule is true or false.
Leaving an informative card unturned or turning over an uninformative
card (i.e., one that doesn’t test the rule) would be considered an incorrect
response. Before reading further, take a moment and ask yourself, which
cards would you choose and which would you avoid? (Chambers 2017, 5)

Answer:
Here is Chambers:

If you choseDandavoidedB thenyou’re in good company. Both responses
are correct and aremade by themajority of participants. Selecting D seeks
to test the rule by confirming it, whereas avoiding B is correct because the
flip side would be uninformative regardless of the outcome. Did you
choose 3? Wason found that most participants did, even though 3 should
be avoided. This is because if the flip side isn’t a D, we learn nothing – the
rule states that cards with D on one side are paired a 3 on the other, not
that D is the only letter to be paired with a 3 (drawing such a conclusion
would be a logical fallacy known as “affirming the consequent”). And
even if the flip side is a D then the outcome would be consistent with
the rule but wouldn’t confirm it, for exactly the same reason. Finally, did
you choose 7 or avoid it? Interestingly, Wason found that few participants
selected 7, even though doing so is correct – in fact, it is just as correct
as selecting D. If the flip side to 7 were discovered to be a D then the
rule would be categorically disproven – a logical test of what’s known as
the “contrapositive.” And herein lies the key result: the fact that most
participants correctly select D but fail to select 7 provides evidence that
people seek to test rules or hypotheses by confirming them rather than by
falsifying them.

It is not surprising that few people thought of the contrapositive test given its
nonintuitive nature. The sufficient condition test is straight forward.
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482. One often sees scatterplots like the Tilly one in the study of the dimensions
of democracy. What would be the QCA interpretation of these? What might
that suggest about aggregation?
Answer:
Empirically the triangular scatterplot makes it look like civil liberties are
sufficient for political rights. More substantively, they place a floor under the
level of political rights.

Contention and Democracy in Europe, 1650–2000

1, 3: Bulgaria, 1, 2: Belgium, Czech Rep., 1, 1: Andorra, Austria, 
Greece Estonia, France, Germany, Greek Cyprus, Denmark,

1 Hungary, Italy, Latvia, Finland, Iceland, Ireland,
Lithuania, Poland, Liechtenstein, Luxembourg,
Slovakia, Slovenia, Malta, the Netherlands,
Spain, United Kingdom Norway, Portugal, San

Marino, Sweden,
Switzerland

2 2, 4: Moldova 2, 2: Croatia,          2, 1: Monaco
Romania

3 3, 4: Albania 3, 3: Yugoslavia

NO BINDING, GENERAL,Political
rights COMPETITIVE

4 4, 5: Turkey              4, 4: Macedonia, ELECTIONS =
Ukraine

UNDEMOCRATIC

5     5, 5: Russia  5 , 4: Bosnia-
Herzegovina

6 6 , 6: Belarus

7

      7             6     5   4   3   2   1

Civil liberties

Figure 7.1: Freedom House ratings of European countries on political rights and
civil liberties, 2001. Source: Compiled from Freedom House 2002.

Except for Turkey, as of 2001 all the low-ranking European countries
had recently shed state socialist regimes. Among the regimes that had still
styled themselves socialist or communist in 1989, the Czech Republic,
Estonia, Hungary, Latvia, Lithuania, Poland, Slovakia, Slovenia, and – more
dubiously – Croatia and Romania had as of 2001 moved away from their
fellows by installing ostensibly democratic institutions. The political prob-
lems of Belarus, Bosnia-Herzegovina, Macedonia, Ukraine, Yugoslavia,
Moldova, and Russia did not stem, however, from too much socialism.
They had all stuck with, or slid into, locations in our capacity-protection
space ranging from petty tyranny to authoritarianism. Tyrants small and
large blocked their ways to breadth, equality, protection, and binding
consultation. Many of those tyrants had, of course, survived from socialist
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483. Joshi andWallensteen (2018) give five dimensions [(1) security provisions, (2)
governance, (3) economic reconstruction, (4) Reconciliation and transitional
justice, (5) Civil society] for quality peace: “This volume explores five dimen-
sions that both theoretically and empirically necessary for quality peace in a
post-acord society” (p. 5). Often scholars give a list of necessary conditions
without stating if they are jointly sufficient. Would it be reasonable to also
assume that they are jointly sufficient?

484. Discuss the claim below that it is better to look at the superset than the subset.

For the sixty-two sovereign states included in the territorial contenders
data set, Cunningham et al. identify ninety-seven rebel groups that con-
trolled territory. The territorial contenders data set includes eighty-one
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of them (83.5 percent). Of the remaining sixteen rebels identified by
Cunningham et al. as territorial, five are included among the ancillary
materials of the territorial contender data set as near misses. The other
eleven are instances where our coders could not identify any clear ev-
idence of territorial control. Consultation with the source documents
for the NonState Actor Dataset reveals no citations establishing territorial
control for the rebel groups in question. We believe the codings in the
territorial contender data set are valid, while accepting that there may
be some occasional error in either our or the non-state actor (NSA) data
sets. An 84 percent overlap is very high, nonetheless. Absent an argument
specific to a subset, there is considerable evidence in favor of analysis of the entire
category of territorial contenders over analysis of any one subset. (Lemke and
Crabtree 2019, 19, emphasis is mine)

485. It is not uncommon that options for case selection form nested subsets. What
are the research design and causal inference issues in one like this where
genocides are subset of one-sidedviolence, also one-sidedviolence occurrence
might be almost a subset of civil war occurrence.

Harff (2003) presents a global examination of genocide in countries that
have experienced state failure internal war or regime collapse covering the
period 1955–97. Our dataset is different in that it consists of all conflict
actors during the period 1989–2004 that are actively involved in an armed
conflict resulting in at least 25 battle-deaths in a year. (Eck and Hultman
2007, 242)

486. Discuss the very strong Boolean claim that they have found a necessary and
sufficient condition: “For the 500UShdenomination game,wefindqualitative
support for the claim that players exhibit in-group bias if and only if they are
observed, although the results do not reach significance at conventional levels
(row 3; columns 3 and 4). In the 100 USh denomination game, however, we
find strong evidence that players discriminate in favor of co-ethnics if and only
if they can be seen to be doing so (row 3; columns 1 and 2). Taken together,
these findings offer strong support for this strategy selection mechanism as
an important source of the variation we observe in public goods provision
across ethnically homogeneous and heterogeneous settings.” (Habyarimana
et al. 2007, 721, emphasis is the authors’)

487. Fuzzy-set analysis is often problematic when there are many observations
near the origin (i.e., observations whose values on all variables approach
zero). When observations are near the origin it is extremely easy for them
to pass tests of sufficiency since X is likely to be less than Y. How does the
Possibility Principle aid fuzzy-set methodology by dealing with these cases?
Answer:
This geometric interpretation of the Possibility Principle offers a solution to
an important problem that arises in fuzzy-set analysis. The problem involves
what to dowith cases that are near the origin (i.e., cases near the (0,0,0) corner).
As Ragin notes (2000, 250–51), when testing whether variables are causally
sufficient for an outcome, observations with a zero for all the independent
variables will always satisfy causal sufficiency and thus artificially inflate the
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number of cases where the theory works (this dilemma is the Raven Paradox).
See also the exchange between Osherson and Smith (1981) and Zadeh (1982).
The former is a classic in the cognitive psychology literature on categorization
and Zadeh is the inventor of fuzzy-set logic.

488. Explain how the cube (Mahoney and Goertz 2004) provides a visual sum-
mary of disconfirming observations for necessary and/or sufficient condition
hypothesis.
Answer:
With a necessary condition hypothesis, theory disconfirmation occurs when
the necessary condition is absent, but the outcome of interest is present. Thus,
disconfirming cases are located in the top portion of the cube where only one
necessary condition is present (i.e., the (1,0,1) and (0,1,1) corners).
With a sufficient condition hypothesis, theory disconfirmation occurs when
the sufficient condition is present, but the outcome of interest is absent. Thus,
disconfirming cases are located in the bottom portion of the cube where the
two jointly sufficient causes are present (i.e., the (1,1,0) corner).

489. What would be the set of appropriate negative cases for the following Boolean
theory?

Y � A + B + C + D (3)

Does this contradict the Possibility Principle? Why does this example not fit
the general kind of problem that typifies case selection in small-N studies?
Hint: Which combinations of A, B, C, and D predict that Y does not occur?
(Thanks to Charles Ragin for this exercise.)
Answer:
This is a question dealing with the logic of the Possibility Principle. The
problem here is that if we followed the Possibility Principle for selecting
negative cases, wewould not have any negative cases at all since the Possibility
Principle excludes all cases whereA–D are absent (i.e., not-A AND not-B AND
not-C AND not-D, this is a hint in the question). But this is exactly the set of
cases we need to test the Boolean theory Y � A + B + C + D. This situation
arises because A–D are individually sufficient for Y. However, models like
Y � A+B+C+D are extremely rare in the qualitative-comparative literature.

490. Use Licklider’s findings (1995, table 3, p. 687) in conjunction with Harff
(2003) to think about case selection in the analysis of civil wars and geno-
cide/politicide.
Answer:
Negotiated settlement is sufficient condition for no genocide. Military victory
is necessary condition for genocide.

491. In the literature on within-case causal inference researchers often talk about
hoop tests and smoking gun tests in terms of “certainty” and “uniqueness”:
“The first dimension is called certitude or certainty and captures how likely it
is to confirm a specific observable implication in process tracing. The second
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dimension is called uniqueness and asks whether an observable implication
can be derived from a single or multiple hypotheses” (Rohlfing 2014 table 1).
Rohlfing goes on to claim: “A hoop test is characterized by high certainty and
no uniqueness.” (Rohlfing 2014, 612) Describe a situation where a hoop test
has a high degree of uniqueness.
Answer:
As the hoop test gets closer to being a sufficient condition, its uniqueness
increases, i.e., when the hoop is very small.

492. Should one assume an interaction term or just a straight additive model, or a
Boolean model for the data in the table below? Table 17 is a stripped-down
version of their table 2 (p. 88) which gives the two core independent variables:
(1) federal versus centralized state and (2) multiparty system versus two-
party system. I use their primary dependent variable “macrocorporatism”
(the other one they discuss is “sector coordination”). There is no statistical
analysis in this article; the empirical analysis is carried out via four case
studies, one from each cell in table 17.

Table 17: Macrocorporatism

Number of Parties Level of State Centralization

Centralized Federal

Multiparty Denmark Germany
macrocorporatism=.72 macrocorporatism=.50

Two party Britain United States
macrocorporatism=–.14 macrocorporatism=–.93

Source: Martin and Swank 2011, table 2.

Answer:
As in almost all two-variable models – i.e., X1 AND X2 → Y – the (1,1,1) cell
is clear as is the (0,0,0) cell. The critical feature that will influence the decision
between a QCA interpretation against an additive linear one is what happens
with the cases where one independent variable is present and the other is
absent, i.e., (1,0) or (0,1).
In set theoretic models the value of the (1,0) and (0,1) cells would be close
to that of (0,0) because of the necessary condition relationship. The additive
model suggests that when one independent variable is present and the other
absent we should see intermediate results, somewhere between the extreme
values on the dependent variable. Hence, a signal that the additive relation-
ship is at work is when the dependent variable is significantly greater than the
(0,0) but yet significantly less than the (1,1) dependent variable value. This
is in fact what we find in table 17. The two off-diagonal cells have values in
between those in the on-diagonal cells.
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It is pretty clear that a set theoretic interpretation of these data would not
be appropriate because of the intermediate values of the dependent variable
when only one independent variable is present. However, it is very difficult to
make any strong conclusions regardingwhether there shouldbe an interaction
term.

493. Discuss Pahre’s claim that necessary conditions violate common statistical
assumptions: “Third, necessary conditions violate the unit homogeneity as-
sumption common in statistics, which states that ‘if two units have the same
value of the key explanatory variable, the expected value of the dependent
variablewill be the same’ (King et al., 1994: 116). Necessary conditions violate
this condition because observations x, y and x, not-y are both consistent with
the necessary condition x← y; in other words, x may occur with or without
y” (Pahre 2005, 131).

494. A very important methodological issue is set relationships between indepen-
dent variables. In an original outline of the book amajor part of a chapter was
going to be devoted to the methodological issues that this raises. The main
methodological concern arises when X1 is a subset of X2. For example, in the
debate about the territorial peace versus democratic peace, it turns out that
the the set of democratic dyads is a subset of the dyads at territorial peace:
“This study compares the conflicting answers of the democratic peace and
the territorial peace and examines the empirical record to see which is more
accurate. It finds that almost all contiguous dyads settle their borders before
they become joint democracies” (Owsiak and Vasquez 2016, 339).
What is the causal interpretation of the subset variable when all of the varia-
tion in X1 is taken up in X2? Discuss how this is different frommulticollinear-
ity, for example, the two might not be very correlated. See Owsiak 2020 for a
nice explicit discussion of the subsetting issue and other examples.
What if X1 is a perfect subset of X2 and one introduces an interaction term,
X1 ∗ X2?
This is just with dichotomous variables, but one can find set theoretic rela-
tionships among continuous variables (defined as X1 less than or equal to X2
for all observation or vice versa).

495. Walter’s oft-cited book on the peaceful settlement of civil wars makes much
use of necessary or sufficient conditions both in hypotheses and the data
analysis. Discuss how she mixes the two. For example, “three sections follow.
The first section tests whether third-party security guarantees and power-
sharing pacts are necessary in combination to bring a peaceful solution to
war. The data reveal that civil wars are significantly more likely to end in a
successfully implemented settlement if both types of guarantees are present”
(Walter 2003, 92).

496. Discuss the “light-switch” analogy as away to think about process tracing and
equifinality. The basic analogy is that the light-switch is on and the light is
on (essentially the (1,1) cases). Discuss process tracing as following electricity
through various junction boxes to the light bulb. Equifinality lies in the fact
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that there might be multiple switches that can possibly control the same light.
Discuss what would be the analogy in case study work of “turning on or
off” the switch (within cases or between cases). What about counterfactuals?
(Thanks to Mike Desch for suggesting this analogy)

497. Copeland (2015) has at the core of his book an interaction; positive levels
of economic interdepedence (often trade) interacted with expectations about
future economic conditions. Discuss the situationwhere one of the interaction
terms is basically a subset of the other. For example, what case studies we be
appropriate? Is the superset variable (positive economic independence) more
like a scope condition?

To determine whether the liberal prediction or realist prediction will pre-
vail, we must introduce an additional causal variable—namely, a state’s
expectations of the future trade and investment environment. When a
dependent state has positive expectations about this future environment,
it is more likely to see all the benefits of continuing the current peace and
all the opportunity costs of turning to war. Economic interdependence
would then be a force for peace. Yet if a dependent state has negative
expectations about the future economic environment—seeing itself being
cut off from access to foreign trade and investment, or believing that other
states will soon cut it off—then the realist logic will kick in. Such a state
will tend to believe that without access to the vital raw materials, invest-
ments, and export markets needed for its economic health, its economy
will start to fall relative to other less vulnerable actors. If this economic
decline is anticipated to be severe, the leaders of the dependent state will
begin to viewwar as the rational lesser of two evils—that is, as better than
allowing their state to fall to a point where rising states can attack it later
or coerce it into submission. (Copeland 2015, 2; basic hypothesis of the
book)

498. Levy and Thompson (2005) discuss the perhaps most classic hypotheses in
international security: “threats of hegemony generate great-power balancing
coalitions.” They define “balancing coalitions” as an forming an alliance.
The sufficient condition hypothesis: “If threat of hegemony then great pow-
ers form balancing coalitions.” Make the data in the table below such that
they would pass the QCA criterion for sufficient condition hypotheses. Then
change the data so that the data (1) are a trivial sufficient condition hypothesis,
(2) nontrivial sufficient condition hypothesis, and (3) nontrivial but with the
relationship in the wrong direction.
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Table 2
CAPABILITY CONCENTRATION AND ALLIANCE RESPONSE AGAINST THE LEADING

POWER, 1495--1999

Weaker relative position Stronger relative position
(less than 33%) (33% or greater)

No alliance response 151 (.702) 104 (.452)
Alliance response 64 (.298) 126 (.548)

N = 445 215 (1.000) 230 (1.000)

χ 2 = 28.42; p = .000

Note: The years in which the state exceeded 33 percent of capability shares are indicated in
parentheses in the “leading land power” column.

Table 3
CAPABILITY CHANGE AND ALLIANCE RESPONSE AGAINST THE LEADING POWER,

1495--1999

Capability change of Capability change of
less than 10% 10% or more

No alliance response 148 (. 590) 107 (.552)
Alliance response 103 (.410) 87 (.448)

N = 445 251 (1.000) 194 (1.000)

χ 2 = 0.65; p = .420

Note: The years in which the state exceeded 33 percent of capability shares are indicated in
parentheses in the “leading land power” column.

For an analysis of H2 we turn to Table 3, which compares alliance formation
and nonformation associated with changes in the lead state’s capability; the
comparison is between changes of less than 10 percent in the lead state’s capa-
bility with changes of 10 percent or more in the capabilities of all leading states,
regardless of their relative strength. We find that great powers form alliances
against a lead state that is growing in relative strength more often than when
its relative capability remains static, but that this relationship is not statistically
significant. This finding would appear to disconfirm H2. If the analysis is
restricted to the 1495–1944 period, however, the relationship is stronger and
statistically significant (see Table 4). Thus, we should be slow to reject H2.66

66. The rationale for restricting the analysis to the pre-1945 period is that the NATO alliance
against the Soviet Union in the post-1945 period represents a significant modification of the
European regional landscape, and that its potential distorting effect should be examined in a
long-term longitudinal analysis.

Answer:
A percentage of 80 percent or higher in the alliance formation column, would
pass the QCA bar which is usually around 70–80 percent. For a trivial suf-
ficient condition, make the percentage in the left-column the same as in the
right. For nontrivial making it significantly lower, e.g., 50 percent. For non-
trivial in the wrong direction make the percentage in the left-hand column
around 95 percent.

499. Clarke gives an excellent discussion of the logic and methodology, in par-
ticular the common logical error of affirming the antecedent. Explain how
the Avoid Overdetermination Guideline tries to deal with this by eliminating
“other mortal creatures.”

The invalid argument is a logical fallacy known as “affirming the conse-
quent.” Consider the following invalid deduction: If x is human, then
x is mortal [therefore] If x is mortal then x is human. Obviously, not all
mortal creatures are humans. Despite the fact that x is mortal, we cannot
conclude that x is human. . . . The problem with affirming the consequent
is that there are numerous conditions that imply that a thing is mortal,
and being human is simply one of them. In the example given above, for
instance, x could be a cat, a dog, or even a dandelion, and observing that
“x is mortal” does not give us warrant to conclude that any particular one
is true. (Clarke 2007, 888)

Answer:
TheAvoidOverdeterminationGuideline selects caseswhere alternative “mor-
tals” variables are zero. If one had a complete list ofmortal beings and applied
the Avoid Overdetermination Guideline (Z � 0) then the only possible case
selection options left are humans.

500. One reason why qualitative methods (based on logic and set theory) are
different from statistical methods is because most statistics use linear algebra
while set theory is based on Boolean algebra. One difference between Boolean
and linear algebra is that Boolean algebra requires a second distributive law:
a + (b ∗ c) � (a + b) ∗ (a + c). Explain why this does not hold for linear
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algebra. Explain via Venn diagrams why this works for sets (see Hohn, F. E.
(1966). Applied Boolean Algebra: An Elementary Introduction for an introduction
to Boolean algebra). Thanks to Alrik Thiem for this exercise.
Answer:
The second distributive law can be neatly visualized for sets with two Venn
diagrams of three overlapping circles each. The law says . The left hand-side
of the equation marks the whole of “a” plus the intersection of “b” and “c,”
and the right hand-side will mark exactly the same region.

501. Since students in the social sciences are not taught basic mathematical logic it
is easy to make errors. Explain the logical error in the following descriptions
of the democratic peace:

Immanual Kants argument that democratic institutions . . . are a necessary
condition for peace has been empirically substantiated. (Risse-Kappen
1996, 366)
The recent flurry of studies of the theory of the “democratic peace” follows
upon Kant’s argument that a necessary condition for peace between states
is constitutional republics. (Holsti 1996, 180)

Answer:
The authors have confused a necessary condition with a sufficient condition.
The democratic peace says that joint democracy is sufficient for peace.

502. It is not toohard tomakemistakeswhenmanipulatingnecessary and sufficient
conditions. Schweller (1992) manages with the hypotheses below to be both
redundant and contradictory. Explain.

1. A power transition involving a declining democratic leader is both
a necessary and sufficient condition for the absence of preventive war.
1a. When a declining democratic leader confronts a rising democratic
challenger, accommodation results. 1b. When a declining democratic
leader confronts a rising nondemocratic challenger, the leader tries to
forma a defensive alliance system to counterbalance the threat. 2. A
power transition involving a declining nondemocratic state is a necessary
but not sufficient condition for a preventive war, regardless of the regime
type of the challenger. (Schweller 1992, 248–49)

Answer:
Hypothesis 1 stipulates that, given a power transition and a declining leader,
(a) the leader’s democracy is necessary for the absence of war and (b) the
leader’s democracy is sufficient for the absence of war. Hypothesis 2 stip-
ulates that the leader’s nondemocracy is necessary for war. Since there are
only two kinds of leaders, democratic and nondemocratic, and since neces-
sary and sufficient conditions are fungible via the contrapositive operation,
stating that the leader’s democracy is sufficient for the absence of war is logi-
cally equivalent to stating that the leader’s nondemocracy is necessary for the
presence of war: if P(Y |X) � 0, then P(¬Y |¬X) � 1. Therefore, the assertion
in Hypothesis 2 that nondemocracy is necessary for war is already implied by
Hypothesis 1. On the other hand, Hypothesis 2 specifically states that, given a
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power transition and a declining leader, the leader’s nondemocracy is not suf-
ficient for preventive war. Translating this statement into necessary-condition
terms yields the statement, “The leader’s democracy is not necessary for the
absence of preventive war.” Hypothesis 1 makes the claim that democracy is
necessary for the absence of war. Hypothesis 2, therefore, merely restates one
half of Hypothesis 1 and contradicts the other.

503. Express Przeworski et al.’s (2000) main conclusion regarding GDP/capita and
democracy using the logic of necessary and sufficient conditions with (1) two
independent variables, (2) as a sufficient condition, (3) with time coefficients,
and (4) dependent variable involves authoritarianism.
Answer:
Minimum level of GNP/capita (time t) AND Democracy (time t) are jointly
sufficient for no transition to authoritarianism (from time t onwards).
Notice how this orients theory toward to question of transitions to nondemoc-
racy instead of transitions to democracy. What theory is there about transi-
tions to authoritarianism?

504. Researchers often use set theoretic or necessary (or sufficient) condition lan-
guage. For example, “all sociologists are Democrats” means sociologists are
a subset of all democrats; which also means being a Democrat is a necessary
condition for being a sociologist. Such language can be common but it is often
not recognized as such. Take Lipset’s 1993 American Sociological Association
Presidential address and find all examples of the use of logic (e.g., necessary
condition) or set theory in hypotheses or discussions of empirical results (e.g.,
all sociologists are Democrats). Express these descriptive statements in terms
of hypotheses about necessary or sufficient conditions.
Answer:
There are quite a few. For example, (1) “every country with a population of at
least 1 million that has emerged from colonial rule and has had a continuous
democratic experience is a former British colony” (Lipset 1993, 5, citingWeiner
1987), (2) “there has been no case of political democracy that has not been a
market economy” (Lipset 1993, 5, citing Berger 1992). Others can easily be
found.
Here is how the logic works using a descriptive statement from Dahl (1971):
“all highest-level [developed] countries are polyarchies” (Cited by Diamond
1992, 97).

All highly developed (Wealth) countries are polyarchies (Democracy). (1)
All W are D. (2)
D is necessary for W . (3)
¬D is sufficient for ¬W (“¬” means “not”). (4)

Thus (3) or (4) are equivalent logical statements the express Dahl’s empirical
findings.

505. The “democratic peace” idea is that democracies never fight wars with each
other. This can be expressed as a either a necessary condition hypothesis or a
sufficient condition hypothesis. Give both hypotheses.
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506. It is not uncommon to confuse necessary condition counterfactuals with suffi-
cient condition ones. See Fenoaltea (1973) for a beautiful discussion of this in
the context of economic history. Fischer’s classic book (1970) also deals with
this. Discuss Fisher’s examples.

One common form of the reductive fallacy is the confusion of necessary
with sufficient cause – the confusion of a causal componentwithoutwhich
an effect will not occur, with all the other causal components which are
required tomake it occur. This sort of error appears in causal explanations
which are constructed like a single chain and stretched taut across a vast
chasm of complexity. The classic example is the legendary battle that
was lost for the want of a horseshoe nail; for the the want of a nail the
shoe was lost, for the want of a shoe the horse was lost, for the want of
a horse the rider was lost, for the want of a rider the message was lost,
for the want of the message the regiment was lost, and for the want of a
regiment the battle was lost. (Fischer 1970, 172; he then goes on to use
the classic example of the battle of Antietam for which the accident loss
of confederate orders to the North was a key factor in the North’s victory)
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